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Abstract

Using multilayer perceptrons (MLPs), a smart model for a capacitive pressure sensor (CPS) is proposed. When the ambient temperature changes, the nonlinear response characteristics of a CPS may vary widely. Under such conditions, calibration of the sensor and compensation of the nonlinear sensor characteristics to obtain correct readout becomes a difficult task. The proposed MLP model can provide automatic nonlinear compensation and calibration of the CPS characteristics. A microcontroller unit (MCU)-based implementation scheme for this model is also considered. Simulation results show that this model can estimate the pressure with a maximum full-scale error of ±1% over a variation of temperature from −50 to 150°C.
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1. Introduction

In various autonomous industries, capacitive pressure sensors (CPSs) are being widely applied because they have a higher sensitivity and lower power dissipation than other pressure sensors. However, some of the difficulties associated with the CPS are: (i) its response characteristics are highly nonlinear, (ii) its change in capacitance is small compared to the offset capacitance, and (iii) its response characteristics change substantially when the variation of operating temperature is large. Therefore, in a dynamic environment in which the ambient temperature undergoes a large variation, the CPS needs appropriate compensation to mitigate the adverse effects of the temperature besides corrections to its nonlinear characteristics.

Sensor calibration contributes considerably to the sensor price. Often, the cost of calibration far exceeds the primary manufacturing costs. To minimize the number of measurements required for calibration, a sensor model must be chosen to which the actual curve fits. Under harsh operating conditions, such
as oil, gas wells and chemical and nuclear industries, where human intervention is not possible, there is a need of auto-calibration and compensation of the sensor characteristics to obtain the correct pressure readout [1,2].

Under such conditions, several signal processing techniques have been proposed for a CPS to obtain the correct readout of the applied pressure [3—5]. These techniques include both iterative and non-iterative algorithms, and involve complex signal processing for the modeling of the CPS. They offer satisfactory performance unless the temperature variation is large.

<table>
<thead>
<tr>
<th>Nomenduralte</th>
</tr>
</thead>
<tbody>
<tr>
<td>A/D</td>
</tr>
<tr>
<td>ADC</td>
</tr>
<tr>
<td>ANN</td>
</tr>
<tr>
<td>BP</td>
</tr>
<tr>
<td>CPS</td>
</tr>
<tr>
<td>EPROM</td>
</tr>
<tr>
<td>FS</td>
</tr>
<tr>
<td>MCU</td>
</tr>
<tr>
<td>MLP</td>
</tr>
<tr>
<td>RAM</td>
</tr>
<tr>
<td>ROM</td>
</tr>
<tr>
<td>SCI</td>
</tr>
<tr>
<td>SF</td>
</tr>
</tbody>
</table>

Recently, artificial neural networks (ANNs) have emerged as a powerful learning technique to perform complex tasks in highly nonlinear dynamic environments. These networks are endowed with certain unique characteristics: the capability of universal approximation, the ability to learn from and to adapt to their environment, and the ability to cope with weak assumptions about the underlying physical phenomenon responsible for generation of input data. Another important property of the ANNs is their fault tolerance capability; because of which graceful degradation of performance takes place if the network is partially damaged. Because of these characteristics, there have been numerous successful applications of ANNs in various fields of science, engineering and industry [6] including instrumentation and measurement [7,8] in general, and CPSs in particular [9—13].

In [9], a simple functional link ANN (FLANN) has been employed to estimate the nonlinearity and for direct digital readout of a CPS. The response characteristics of the CPS was modeled in terms of a power series. The FLANN was used to accurately estimate the coefficients of the series.
From the knowledge of these coefficients, the nonlinearity of the CPS can be estimated and the applied pressure readout can be obtained. The multilayer perceptron (MLP) is the most popularly used ANN in many applications. A smart pressure sensor using an MLP has been reported [10]. This model can provide an accurate pressure readout when the ambient temperature changes from –20 to 70°C. The computational complexity of a model plays an important role for implementation purposes. A computationally efficient ANN has been proposed for modeling of a CPS in [11]. This model requires less number computations than an MLP-based model for implementation. It provides an accurate estimate of the applied pressure over a wide variation of ambient temperature from –50 to 150°C with a full scale (FS) percentage error of ± 1%.

In [10] and [11], it was assumed that the CPS response characteristics change linearly with temperature. However, in practice, the influence of ambient temperature on the CPS characteristics is nonlinear in nature. This aspect was studied using a MLP-based CPS model and its performance has been reported in [12]. It has been shown that, in a dynamic environment in which nonlinear interaction of temperature on the sensor characteristics takes place, the MLP-based model can provide an accurate estimate of the applied pressure over a wide variation of temperatures from –50 to 150°C with a FS percentage error of ± 3%. An MLP-based compensation scheme for systematic uncertainties of the sensors subject to combined influence parameters using a second sensor has been proposed [13].

In the present paper, we propose a smart MLP-based model of a CPS to provide auto-calibration and auto-compensation of the nonlinear and temperature dependent sensor characteristics. The proposed modeling approach is radically different from those of Refs. [9–12]. In these papers, the ANNs have been used to track the sensor characteristics at different temperatures. The ANN learns the sensor characteristics for the given range of temperature. With the knowledge of the ambient temperature and the capacitance change, the ANN model provides an accurate readout of the applied pressure. With the assumption that the sensor characteristics at different temperatures provide the correct response, these ANN models can track the response characteristics accurately and give a correct pressure readout.

In the present paper, on the other hand, the pressure readout is carried out by using two MLPs. The first MLP is utilized to transfer the sensor characteristics at any value of temperature to the normalized calibrated sensor characteristics. The second MLP is used to estimate the applied pressure from the knowledge of capacitance change in the sensor. In this approach, calibration and compensation of the sensor characteristics can be made automatically. The first MLP provides the calibrated response characteristics irrespective of change in the sensor characteristics due to change in ambient temperature. The second MLP compensates the nonlinearity in the response characteristics and provides accurate pressure readout. Through extensive simulation studies, it is shown
that the proposed MLP-based model provides a maximum FS error of ± 1% in estimation of pressure for temperature variations from −50 to 150°C. A microcontroller unit (MCU)-based scheme for implementation of the CPS model is also suggested.

2. Capacitive pressure sensor and switched capacitor interface

A CPS senses the applied pressure in the form of elastic deflection of its diaphragm. The normalized capacitance of a CPS resulting from the applied pressure \( P \) at the ambient temperature \( T \) is given by:

\[
C_N = \frac{C(P, T)}{C_0} \quad (1)
\]

where

\[
C(P, T) = C_0(T) + \Delta C(P, T),
\]

\[
= C_0 f_1(T) + \Delta C(P, T_0) f_2(T). \quad (2)
\]

The offset capacitance at the reference temperature \( T_0 \) is denoted by \( C_0 \). When pressure is applied to the CPS, its change in capacitance at the reference temperature is given by:

\[
\Delta C(P, T_0) = C_0 P_N \frac{1 - \tau}{1 - P_N}, \quad (3)
\]

where \( \tau \) is the sensitivity parameter of the CPS which depends on its geometrical structure, \( P_N \) is the normalized applied pressure given by \( P_N = P/P_{\text{max}} \), and \( P_{\text{max}} \) is the maximum permissible applied pressure. We assume that the change in capacitance as function of temperature is linear. The linear functions are \( f_i(T) \), \( i = 1, 2 \), and are described by:

\[
f_i(T) = 1 + g_i(T), \quad (4)
\]

where

\[
g_i(T) = \eta_i T_n, \quad (5)
\]

\( T_n = \frac{T - T_0}{T_{\text{max}}} \) and \( \eta_i \), \( i = 1, 2 \) are the coefficients which determine the influence of the temperature on the sensor characteristics.

It follows from Eq. (1) that

\[
C_N = f_1(T) + \gamma f_2(T), \quad (6)
\]
where $\gamma = P_N(1 - \tau)/(1 - P_N)$. Because of requirement of the ANN modeling, the $C_N$ in Eq. (6) is divided by a factor of 2, so as to keep its maximum value within 1. The normalized temperature $T_N$ is defined as $T_N = T/T_{\text{max}}$, where $T_{\text{max}}$ is the maximum permissible temperature at which the sensor may be operated.

If the applied pressure is zero, then $\gamma$ becomes zero. Therefore, the normalized capacitance at zero applied pressure is given by:

$$C_{N0} = f_1(T) = 1 + g_1(T).$$  \hspace{1cm} (7)

A switched capacitor interface (SCI) for the CPS is shown in Fig. 1. The CPS is represented by $C(P)$. The SCI output provides a voltage signal proportional to the capacitance change in the CPS due to applied pressure. The SCI operation can be controlled by a reset signal $\theta$. When $\bar{\theta} = 1$ (logic 1), $C(P)$ charges to the reference voltage $V_R$ while the capacitor $C_S$ is discharged to ground. Whereas, when $\theta = 1$, the total charge $C(P)V_R$ stored in the $C(P)$ is transferred to $C_S$ producing an output voltage given by:

$$V_O = K \cdot C(P).$$  \hspace{1cm} (8)

where $K = - V_R/C_S$. It may be noted that if the ambient temperature changes, then the SCI output also changes, although the applied pressure remains the same. By choosing proper values of $C_S$ and $V_R$ the normalized SCI output $V_N$ may be obtained in such a way that

$$V_N = C_N.$$  \hspace{1cm} (9)

The unnormalized and normalized SCI output for zero applied pressure are denoted by $V_{00}$ and $V_{N0}$, respectively. Therefore, if $P_N = 0$, then $V_{N0} = C_{N0}$. From Eq. (7) it may be seen that from the measurement of $C_{N0}$, or $V_{N0}$, one can obtain the temperature information. Therefore, instead of using some other source (perhaps a temperature sensor) for obtaining temperature information, the same can be obtained from the measurement of $C_{N0}$, i.e. from the CPS characteristics itself. In our proposed model, we have used $V_{N0}$ to get the value of the temperature. The normalized calibrated pressure and capacitance are denoted by $P_{NC}$ and $C_{NC}$, respectively.

3. The multilayer perceptron and backpropagation algorithm

The multilayer perceptron is a feedforward network in which there may be one or more hidden layers besides one input and one output layer. Each layer may contain one or more nonlinear processing unit called a 'neuron', or 'node'. All layers except the output layer contain a bias or threshold node whose output is set to a fixed value of 1. All the nodes of a lower layer are connected to all the nodes of an upper layer through links called weights. The backpropagation (BP) algorithm, a generalized steepest descent algorithm, is the most popular learning technique used to train the MLP. The weights of the MLP are updated by using the BP algorithm during the training phase. The
knowledge acquired by the network after learning is stored in its weights in a distributed manner. The MLP and the BP algorithm are briefly discussed below. For the details one may refer to Ref. [6].

Consider an $L$-layer MLP as shown in Fig. 2. In this network, the number of nodes (excluding the threshold unit) in the input and output layers are $N_0$ and $N_L$, respectively. The number of nodes (excluding the threshold unit) in the hidden layers is denoted by $N_l$ where $l = 1, 2, \ldots, L - 1$. The architecture of an $L$-layer MLP is denoted by \{ $N_0 - N_1 - \ldots - N_L$ \}. During training phase, an input pattern, and its corresponding desired or target pattern is applied to the network. At the $k$th instant let the input pattern applied to the MLP be denoted by \{ $u_i(k)$ \}, where $i = 1, 2, \ldots, N_0$. No computation takes place in the input layer of the MLP and hence, the node output for this layer is given by $x_i^{(0)} = u_i(k)$. The node outputs for other layers at the $k$th instant are given by:

$$x_i^{(l)} = \rho(S_i^{(l)})$$

for $l = 1, 2, \ldots, L$, and $i = 1, 2, \ldots, N_l$, where,

$$S_i^{(l)} = \sum_{j=0}^{N_{l-1}} x_j^{(l-1)} w_{ij}^{(l)},$$

$x_i^{(l-1)}$ is the $i$th node output of the $(l-1)$th layer, $w_{ij}^{(l)}$ is the connection weight from the $j$th node of $(l-1)$th layer to $i$th layer of $l$th layer, and $x_0^{(l-1)}$ is the bias unit whose output is set to 1. The most popular nonlinear function $\rho(\cdot)$ is given by

$$\rho(z) = \tanh(z) = \frac{1 - \exp(-2z)}{1 + \exp(-2z)}.$$  

This function provides an output ranging from $-1.0$ to $1.0$, and this range of output is quite helpful in solving many practical problems.

Let the output of the MLP, and the target output at the $k$th instant be represented by \{ $y_i(k)$ \} and \{ $d_i(k)$ \}, where $i = 1, 2, \ldots, N_L$, respectively. Then, $y_i(k) = x_i^{(L)}$. The error at the $k$th instant is given by

$$e_i(k) = d_i(k) - y_i(k).$$

Thus, the sum of square errors produced by the MLP is given by

$$E(k) = \sum_{i=1}^{N_L} [e_i(k)]^2.$$

The BP algorithm attempts to minimize the cost function $E(k)$ recursively by updating
the weights of the network.

The algorithm for weight update at the $k$th instant is given by Ref. [6]:

$$
w_{ij}^{(l)}(k + 1) = w_{ij}^{(l)}(k) + \alpha \Delta v_{ij}(k) + \beta \Delta v_{ij}(k - 1), \quad (15)$$

where

$$\Delta v_{ij}(k) = \delta_{i}^{(l)} x_{j}^{(l-1)} \text{ for } l = L, L - 1, \ldots, 1, \quad (16)$$

$$\delta_{i}^{(l)} = e_{i}(k) \rho'(S_{i}^{(l)}) \text{ for } l = L, \quad (17)$$

$$\delta_{i}^{(l)} = \left( \sum_{j=1}^{N_{l}} \delta_{j}^{(l+1)} w_{ij}^{(l+1)}(k) \right) \rho'(S_{i}^{(l)}) \text{ for } \quad l = L - 1, L - 2, \ldots, 1, \quad (18)$$

and $S_{i}^{(l)}$ is defined in Eq. (11). The BP algorithm is a generalized form of steepest descent algorithm which attempts to find optimum weights to minimize the chosen cost function. The partial derivative of the hyperbolic tangent function with respect to $S$ is denoted by $\rho'(S)$. The so-called learning rate and the momentum rate are denoted by $\alpha$ and $\beta$, respectively, and their values should lie between 0 and 1.

4. The MLP-based CPS model

In certain systems, such as missiles, aircrafts, and chemical and process industries, the CPS may be operated in a dynamic environment in which the temperature variation may be quite large. To cope with these conditions, to obtain correct pressure readout, we propose a model using two MLPs to take care of variation of temperature from $-50$ to $150^\circ$C.

The proposed MLP-based model for auto-calibration and -compensation uses two MLPs. The first MLP is used to transfer the sensor characteristics at any temperature to the calibrated normalized sensor characteristics. When the ambient temperature changes, the sensor characteristics also change. However, the MLP has been trained to produce the calibrated characteristics irrespective of variation in ambient temperature. Therefore, at any ambient temperature, the first MLP model provides the calibrated sensor response characteristics. The second MLP is used to compensate the nonlinearity in the response characteristics, and to estimate the applied pressure.

In this MLP-based CPS model, all the signals used are suitably scaled by appropriate scale factors (SFs) to keep their range within $\pm 1.0$. The model operates in two phases: the training phase and the test phase. In the training phase, the ANNs used in the model are trained to learn the sensor characteristics and the environment. Several data-sets are
needed to train the MLPs. An input pattern, and its corresponding desired, or target pattern constitute one pair of data in the data-set. The available data-sets are segregated into two parts. The first part, called training-set, is used for training of the ANNs, and the other part called test-set, is used for testing the model to verify its effectiveness.

During the training phase, an input pattern from the training-set is applied to the ANN. Then, the output of the ANN is computed. This output is compared with the corresponding target pattern. The error obtained from this comparison is then used to update the weights of the MLP using the BP algorithm described in Section 3. This training procedure continues till the error reaches a preset minimum value. Next, the final weights are stored in an EPROM to be used during testing and actual use of the sensor model.

During the second phase, i.e. the test phase, the stored final weights are loaded into the MLPs. An input pattern from the test-set is applied to the ANN model and its output is computed. If the ANN output and the target pattern match closely, then it may be said that the ANN model has learned the sensor characteristics satisfactorily.

4.1. Transfer of sensor characteristics

In the first stage, the MLP-1 is trained to learn to transfer the sensor characteristics at any temperature to the normalized calibrated response characteristics. The scheme for this is shown in Fig. 3. Here, the inputs to the MLP-1 consist of the normalized temperature ($T_N$), and normalized SCI output ($V_N$). The desired (or the target) output for the MLP is the normalized calibrated capacitance ($C_{NC}$). The MLP output provides an estimate of the normalized calibrated capacitance, $\hat{C}_{NC}$. One data-set for a specific temperature is obtained by recording the SCI output ($V_N$) for different values of applied pressure, covering the operating range of the sensor at that temperature. Next, at different temperature values, covering the full operating range, data-sets are generated. The MLP-1 is trained by taking the patterns from the training-set, and its weights are updated by using the BP algorithm. After training, the weights of the MLP are frozen and stored in an EPROM. In what follows, these final weights are denoted by $W_1$.

4.2. Estimation of pressure

The scheme of estimation of the pressure and compensation to the nonlinear response characteristics is shown in Fig. 4. Here, the input to the MLP-2 is the normalized capacitance, and the target output is the normalized calibrated pressure. The output of the MLP provides the estimate of the normalized pressure. The error between the MLP output and the target output is used to update the weights of the MLP by the BP algorithm. After the training is complete, the final weights are stored in an EPROM. In what follows, these final weights are denoted by $W_2$.

4.3. Test phase and the complete model
The complete scheme of the MLP-based model is shown in Fig. 5. This model can provide the calibrated pressure readout accurately independent of variation of temperature and nonlinear response characteristics. During test-phase, and actual use, the weights $W_1$ and $W_2$, stored in the EPROM are loaded into the MLP-1 and MLP-2, respectively. The MLP-1 has learned to transfer the CPS response characteristics at any temperature to the normalized calibrated characteristics. The MLP-2 has learned the nonlinear calibrated response characteristics and to estimate the pressure. The input patterns from the test-set are applied, and the model output ($\hat{P}_{NC}$) is computed. If the model output matches the actual applied pressure ($P_N$) closely, then it may be said that the MLPs have learned the CPS characteristics correctly. Then, the model can be used in practice to estimate the pressure and to obtain pressure readout.

5. Simulation studies

We have carried out extensive simulation studies to evaluate the performance of the proposed MLP-based CPS model. In the following we describe the details of the simulation study.

5.1. Preparation of data-sets

All the parameters of the CPS, such as, ambient temperature, applied pressure, and the SCI output voltage, used in the simulation study were suitably normalized so as to keep their values within ±1.0. Appropriate SFs were chosen for this purpose. Several data-sets are needed for training as well as for testing of the MLP model. These data-sets are generated as follows. The SCI voltage ($V_N$) was recorded [see Eq. (9)] at the reference temperature (25°C) at different known values of normalized pressure ($P_N$) chosen between 0.0 and 0.6 at an interval of 0.05. Thus, these 13 pairs of data ($P_N$ and $V_N$) constitute one data-set at the reference temperature.

We have chosen the values of $\eta_1$ and $\eta_2$ as $-2 \times 10^{-3}$ and $7 \times 10^{-3}$, respectively. With the knowledge of the data-set at reference temperature, and the chosen values of $\eta_i$, and using Eq. (6), the response characteristics of the CPS for a specific ambient temperature were generated. Each of these response characteristics consists of 13 pairs of data ($P_N$ and $V_N$), and corresponds to a data-set at that temperature. For a temperature range from −50 to 150°C, at an increment of 10°C, 21 data-sets, each containing 13 data pairs were generated. Next, these data-sets were divided into two groups: the training-set and the test-set. The training-set, used for training of the MLPs, consists of 5 data-sets corresponding to −50, 0, 50, 100 and 150°C, and the remaining 16 data-sets constitute the test-set.

The response characteristics of the CPS at different values of temperature, and the calibrated response are shown in Fig. 6. It may be observed that wide variation in the sensor characteristics occurs when the ambient temperature changes from −50 to 150°C.
5.2. Training and testing of MLP-1

In Fig. 3, a 2-layer MLP with \{2-5-1\} architecture was chosen for MLP-1 in this modeling problem. The two inputs to the MLP were the normalized temperature \((T_N)\), and the normalized SCI output voltage \((V_N)\). The target output for the MLP was the calibrated normalized capacitance \((C_{NC})\).

Initially, all the weights of the MLP-1 were set to some random values within ±0.5. During training, the five data-sets were chosen randomly. Also, the individual patterns of each set were selected in a random manner. After application of one input pattern, the MLP-1 produces an output \(\hat{C}_{NC}\), which was compared with the target pattern to obtain an error value. This error was used to update the weights of the MLP using the BP algorithm discussed in Section 3. For both, the learning parameter \(\alpha\), and the momentum factor \(\beta\), of Eq. (15), the value was chosen as 0.75. Next, another pattern was applied, and this process continues till the mean square error between the target and the MLP output reaches a minimum value. Completion of weight adaptation for the 13 data pairs of all the five training-sets constitutes one iteration. For effective learning, 30,000 iterations were made to train the MLP model. At the end, the final weights of the MLP-1 \((W_1)\) were stored for later use for performance evaluation and actual use of the model. The final weights of the MLP-1 are provided in Table 1.

The performance evaluation of the MLP-1 was carried out by loading the final stored weights into the MLP. It may be noted that, during testing, and actual use of the CPS model, there is no updating of the weights. The inputs are applied to the model, and the MLP estimates the applied pressure from the knowledge of the stored weights loaded into it. For testing purposes, the SCI output voltage was simulated with a range from 0.35 to 0.80 with an increment of 0.001, and then applied to the MLP along with the temperature information. To evaluate the effectiveness of the model, the MLP output \((\hat{C}_{NC})\) was computed and then compared with the true values of normalized calibrated capacitance \((C_{NC})\).

5.3. Training and testing of MLP-2

The MLP-2 is used to compensate the non-linearity of the response characteristics and to estimate the calibrated pressure readout (see Fig. 4). The input to the MLP are the values of calibrated normalized capacitance \((C_{NC})\) and the target output is the normalized calibrated pressure \((P_{N})\). The MLP output produces the estimated calibrated pressure \((\hat{P}_{N})\).

An MLP with \{1-4-1\} architecture was chosen for this purpose. The 13 pairs of data patterns corresponding to the calibration points are used to train the MLP. After application of the input and the corresponding target output to the MLP, its weights were updated using the BP algorithm. Both the values of \(\alpha\) and \(\beta\) were chosen as 0.8. The updating of the weights was continued up to 50,000 iterations. The final weights, \(W_2\) are tabulated in Table 2.
The testing of the MLP-2 was carried out after loading the stored weights into the network. The value of $C_{NC}$ was varied from 0.5 to 0.85 with an increment of 0.001 and fed to the MLP. The output of the MLP and the calibrated normalized pressure were compared to verify the performance of the model.

5.4. The complete model

Fig. 5 depicts the complete model of the sensor for auto-calibration and nonlinearity compensation. When pressure is applied, the SCI converts the change in capacitance in the CPS into a corresponding voltage $V_O$. The temperature information is obtained from the SCI output at zero applied pressure. The stored weights are loaded into the respective MLPs. The normalized temperature and the SCI output are applied to the MLP-1. The MLP-1 estimates the calibrated capacitance. This value is fed to the MLP-2, and the MLP-2 provides an estimate of the calibrated pressure. The pressure readout can be obtained after passing the MLP-2 output through a suitable scale factor. The estimated pressure and the actual applied pressure can be compared to find the effectiveness of the model.

6. Results and discussions

Here, we provide the performance results of the simulation study for auto-calibration and auto-compensation of the CPS.

6.1. Transfer of sensor characteristics

The actual, calibrated and estimated (transferred) normalized capacitance at different values of temperature from the training-set are plotted in Fig. 7. Similar plots for temperature values from the test-set are shown in Fig. 8. It may be noted that the MLP-1 had not seen the sensor characteristics for the values of temperature from the test-set during the training phase. From these two figures, it may be observed that, the MLP is capable of transferring the capacitance from the actual to the calibrated values effectively over a wide range of temperature.

The FS percentage error is defined as 100 times the difference between the true or actual value and the estimated value. The FS percentage error in estimation of normalized capacitance for the temperatures from the training-set and test-set are plotted in Fig. 9. It may be seen that the FS error remains within ±1% for a wide range of temperature from −50 to 150°C.

6.2. Estimation of pressure

The calibrated pressure and estimated pressure by MLP-2 are shown in Fig. 10. The calibrated and the estimated values almost overlap each other. It may be seen from Fig. 6 that the normalized calibrated capacitance varies from 0.5 to 0.75 for the variation of normalized pressure from 0.0 to 0.6. The MLP-2 was trained with values of normalized calibrated capacitance from 0.50 to 0.75. Therefore, it is interesting to note that even for
the values of the normalized capacitance beyond 0.75, MLP-2 is capable of predicting the
normalized pressure fairly well. The FS percent error in estimation of pressure is shown
in Fig. 11. The MLP-2 is capable of estimating the normalized pressure with a maximum
FS error of ±0.5%.

6.3. The complete model

The actual, calibrated and estimated pressures at different values of temperature from
the training-and test-sets are plotted in Fig. 12. The MLP model is capable of providing
calibrated pressure readout accurately. It may be noted that both MLP-1 and MLP-2 were
trained with values of $P_N$ from 0.0 to 0.6. Therefore, it is interesting to note that even for
the normalized values of pressure beyond 0.6, the model is capable of predicting the
calibrated pressure fairly well. The plots of the true versus the estimated pressure at
different values of temperature from the test-set, shown in Fig. 13, indicates good
linearity between the two.

The FS error in estimation of pressure at different temperatures are plotted in Fig. 14.
The FS percentage error at specific values of applied pressure ($P_N = 0.1, 0.3$ and 0.5) for
the whole range of temperature are shown in Fig. 15. It may be seen that the FS error
remains within ±1% for the whole range of temperature from −50 to 150°C. From the
above findings, it may be concluded that the performance of the MLP model for auto-
calibration and -compensation is quite effective.

7. An implementation scheme

Availability of low cost MCUs has lead to the development of smart sensors with the
capabilities of auto-calibration, self-testing, compensation and filtering of undesired
signals and effects. The MCUs can be used to collect and combine data, make
computations and decisions, control modes and ranges in the sensors, optimize the data
rate and provide a standardized output format for higher level computer systems.

Currently available MCUs can be configured with all the required RAM/ ROM/
EPROM as well as serial interface and multiple channel A/D conversion support chips. A
scheme of implementation of the MLP-based CPS model using an MCU is depicted in
Fig. 16. The SCI converts the change in capacitance of the CPS due to applied pressure
into an equivalent voltage level. This analogue SCI voltage is passed through an ADC.
The digital temperature information is also similarly obtained from the knowledge of $C_{NO}$.

During the training-phase, the CPS is operated under controlled temperature and the
data pairs so collected can be stored in the memories of the MCU. These training data can
be fed to a PC connected to the MCU during training of the MLP-based model. After
completion of training, the weights of the MLP are stored in the EPROM of the MCU.
With the available hardware, such as adders and multipliers of the MCU, the MLP-based
model can be implemented in the MCU. The digital readout of the applied pressure can
be displayed through the data bus.
8. Conclusions

We have proposed an intelligent capacitive pressure sensor model using two MLPs, to compensate the nonlinear sensor characteristics, and to obtain the calibrated pressure readout. The first MLP is used to transfer the sensor characteristics at any temperature to the calibrated normalized sensor characteristics. Therefore, this model provides the calibrated response characteristics irrespective of the ambient temperature. The second MLP is used to compensate the nonlinear response characteristics and to estimate the applied pressure. The proposed approach is an improvement over earlier developments in the sense that this modeling technique calibrates the sensor characteristics automatically over a wide range of temperature variation. The proposed model can estimate the calibrated pressure with a maximum FS error of ±1% for a range of temperature from −50 to 150°C. This model can be easily implemented using a micro-controller unit. Such MLP-based models may be applied to incorporate intelligence in other fields of instrumentation and measurement.
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<table>
<thead>
<tr>
<th>First layer</th>
<th>$i$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$j$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>3.215</td>
<td>0.338</td>
<td>-0.203</td>
<td>-0.627</td>
<td>0.597</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.158</td>
<td>0.050</td>
<td>2.458</td>
<td>-0.082</td>
<td>-0.727</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>-2.930</td>
<td>-0.662</td>
<td>2.861</td>
<td>0.965</td>
<td>-1.328</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Second layer</th>
<th>$k$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.339</td>
<td>-1.221</td>
<td>-0.273</td>
<td>0.422</td>
<td>0.382</td>
<td>-0.310</td>
<td></td>
</tr>
</tbody>
</table>

Table 1
<table>
<thead>
<tr>
<th>First layer</th>
<th>i</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>j</td>
<td></td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1.094</td>
<td>0.051</td>
<td>1.494</td>
<td>−2.117</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−1.721</td>
<td>−0.990</td>
<td>−2.200</td>
<td>5.419</td>
</tr>
<tr>
<td>Second layer</td>
<td>k</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td></td>
<td>−0.259</td>
<td>−0.295</td>
<td>−0.019</td>
<td>−0.352</td>
</tr>
</tbody>
</table>
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