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Abstract:

The time-dependent aspects of pressure-driven three-liquid flow under the effect of electroosmotic flow (EOF) are analytically studied, in which non-conducting liquid is delivered by the pressure gradient and the interfacial viscous forces of two conducting liquids, the two conducting liquids are driven by electroosmosis and pressure gradient. The flow of the three liquids depends on the coupling effects between them, which involve the electrokinetic effect. The surface charges at the liquid–liquid interface are accounted in this model. At the interface, the shear stress is not continuous because of the presence of the surface charges. With Laplace transform method, an analytical solution of such time-dependent three-liquid flow in rectangular channel is presented.
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1. Introduction

The microfluidic field, such as micro-TAS (total analysis systems), lab-on-a-chip and microreactors, has been widely developed during this decade. When two or more liquids flow in parallel into a microchannel, laminar fluid interfaces are generated due to low Reynolds number. The interface and the width of the focused stream are important for separation, reaction and mixing of chemical. The interface control is useful for focusing sample fluid or flow switching. The flow focusing technique provides a particularly effective means of controlling the passage of chemical reagents or bio-samples in a microchannel network, and has been successfully demonstrated in a wide variety of applications such as cell handing and analysis [1], biomedical and biopower systems [2], clinical diagnosis [3], immunoassays [4], DNA [5], proteins [6], other bioassays [7], environmental concerns and gas analysis [8,9].

However, disadvantage of the pressure-driven flow required a high flow-rate-ratio between the sheath and sample fluids to move the interface location or to switch the sample fluid. More recently, electroosmotic force was introduced to achieve switching [12,13]. Comparing with the hydrodynamic focusing, electroosmotic flow has a wide range of applications as it has a uniform flow velocity profile and no moving parts. In microsystems, surface-to-volume ratios are large, electroosmotic will be more efficient than ordinary pressure-driven flows.

No-conducting liquids, such as oil, cannot be pumped using electroosmosis. Due to the low conductivity, the effect of electroosmosis can be ignored [14,15]. In order to drive the low electroosmotic mobility liquid, Brask et al. [14] and Gao et al. [16] proposed an approach in which the high electroosmotic mobility liquid has been used as a driving mechanism to drag the low electroosmotic mobility liquid.

Gao et al. [17] presented theoretical and experimental results of electroosmotic control of the interface between two pressure-driven fluids. The simulation results showed that electroosmotic effect can control the interface location of a pressure-driven two-fluid system. The combined effect of pressure driven and electroosmosis was studied by many researchers [18–20].

Comparing with the investigation of the steady state electroosmotic flow, investigation of the time-depend behavior provides more insights into the characteristics of the flow. The transient response of electroosmotic flow in narrow capillary tube was investigated by Keh and Tseng [21], Marcos et al. [22]. By dividing the zeta potential into two regimes, Yang et al. [23] reported the transient electroosmotic flow field. Gao et al. [24] studied the transient characteristics of two-fluid electroosmotic flow by analytical solution. All the previous studies focused on interface control either by pressure driven or by electroosmosis under steady state condition. There is no investigation on the transient flow behavior on the coupled effect between pressure-driven flow and electroosmotic flow in three-fluid flow.

### Nomenclature

<table>
<thead>
<tr>
<th>List of symbols</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \alpha_1, \alpha_2, \alpha_3 )</td>
<td>liquid fractions</td>
</tr>
<tr>
<td>( e )</td>
<td>elementary charge, ( e = 1.602 \times 10^{-19} ) (C)</td>
</tr>
<tr>
<td>( E )</td>
<td>the electric field</td>
</tr>
<tr>
<td>( G )</td>
<td>parameter measuring the electroosmotic force by external electric field</td>
</tr>
<tr>
<td>( h )</td>
<td>height of the microchannel (m)</td>
</tr>
<tr>
<td>( M )</td>
<td>electrokinetic effect in the matching conditions</td>
</tr>
<tr>
<td>( n_0 )</td>
<td>ionic number concentration in the bulk (m⁻³)</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>Boltzmann constant, ( \kappa = 1.381 \times 10^{-23} ) (J K⁻¹)</td>
</tr>
<tr>
<td>( K )</td>
<td>electrokinetic parameter</td>
</tr>
<tr>
<td>( p )</td>
<td>pressure</td>
</tr>
<tr>
<td>( q )</td>
<td>flow rate</td>
</tr>
<tr>
<td>( q )</td>
<td>position vector (m)</td>
</tr>
<tr>
<td>( Re )</td>
<td>Reynolds number</td>
</tr>
<tr>
<td>( t )</td>
<td>time (s)</td>
</tr>
<tr>
<td>( T )</td>
<td>temperature (K)</td>
</tr>
<tr>
<td>( u )</td>
<td>the velocity</td>
</tr>
<tr>
<td>( v )</td>
<td>half of width of the channel (m)</td>
</tr>
<tr>
<td>( \psi )</td>
<td>electrostatic potential</td>
</tr>
<tr>
<td>( \zeta )</td>
<td>zeta potential</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>the permittivity of the dielectric</td>
</tr>
<tr>
<td>( \varepsilon_0 )</td>
<td>the permittivity of the dielectric of vacuum</td>
</tr>
<tr>
<td>( \varepsilon_\varepsilon )</td>
<td>the dielectric constant comparing with ( \varepsilon_0 )</td>
</tr>
<tr>
<td>( \psi )</td>
<td>the electric potential</td>
</tr>
<tr>
<td>( \mu )</td>
<td>dynamic viscosity</td>
</tr>
<tr>
<td>( \kappa )</td>
<td>Debye–Hückel parameter (m⁻¹)</td>
</tr>
<tr>
<td>( \rho_s )</td>
<td>the surface charge density</td>
</tr>
<tr>
<td>( \beta )</td>
<td>dynamic viscosity ratios</td>
</tr>
</tbody>
</table>

### Subscripts

| ref | reference quantity |
| q | charge of bulk |

### Superscripts

| 0 | fundamental state |
| q | dimensionless parameter |
| p | pressure driven |
| E | electroosmotic effect |
| r | derivative |
| I | integrate |

\( \rho \) the density of charge
This paper studies the time-depend aspects of three-fluid electroosmotic flow considering the free charges at the interface by the analytical method. Because of the “excess” surface charge at the interfaces, the interfaces between the three flow are described as two dividing surface. Under the Debye–Hückel linear approximate, the analytical solution of the Poisson–Boltzmann equation is presented in this paper. Using Laplace transform, the exact solutions of the velocities and the flow rates are obtained for Navier–Stokes equation governing this three-liquid flow.

2. Theoretical models

To analyze the system, a Cartesian coordinate system \((x, y, z)\) is used where the origin point, \(O\), is set to be at the centre of the non-conducting fluid and the symmetric line is shown in Fig. 1. Planar interfaces are assumed. The heights of the conducting fluids and of the non-conducting fluid are denoted as \(h_1, h_3\) and \(2h\), respectively. Half of the width of the channel is denoted by \(w\). The aspect ratio is defined as \(\chi = (h_1 + h_3 + 2h)/2w\). As a result of surface charge, electric double layers (EDLs) form near the liquid–liquid interface and the channel wall that is in contact with the conducting liquid. For a more general situation, the walls of the microchannel may be made of different materials, so that the zeta potentials at the bottom and top walls are \(\xi_1\) and \(\xi_4\), respectively, at the side walls as \(\xi_2\) and \(\xi_5\), respectively. The zeta potentials at the interfaces are \(\xi_3\) and \(\xi_6\). The electroosmotic flows are along the \(x\) direction. Due to symmetry, only half of the cross section \((z>0)\) of the rectangular channel is considered.

2.1. Electric double layers in the conducting liquid and surface electric charges at the interface

When the electrolyte solutions contact with the wall or the immiscible fluids, the electric double layer is developed spontaneously near the wall or at the liquid–liquid interface [25]. Due to the presence of the EDL, the electric potential distribution, \(\psi\), is determined by the well-known Poisson–Boltzmann equation,

\[
\nabla^2 \psi = \frac{(2z_0e n_0)}{\varepsilon} \sinh(z_0e\psi/k_bT)
\]

where \(z_0\) is the valence of ion, \(e\) is the elementary charge, \(n_0\) is the ionic number concentration in the bulk, \(\varepsilon\) is the permittivity of the solution, \(k_b\) is Boltzmann constant, and \(T\) is absolute temperature.

The local volumetric net charge density, \(\rho_q\), is given by the Boltzmann distribution based on the assumption of local thermodynamic equilibrium,

\[
\nabla^2 \psi = -\frac{\rho_q}{\varepsilon}
\]

Integrating Eqs. (1) and (2), we can obtain that

\[
\rho_q = -2z_0e n_0 \sinh(z_0e\psi/k_bT)
\]
In Eq. (3), because the EDL thickness and the zeta potential are small, it is assumed that the distribution of the electric charge density is not affected by the external electric field [26]. In addition, the effect of liquid motion on the charge redistribution is negligible because the liquid velocity in microchannels is very small.

The dimensionless form of Eq. (1) is

\[ \nabla^2 \bar{\psi} = K^2 \sinh(\bar{\psi}) \]  

where \( \bar{\psi} = z_0 e \psi / k_b T \), \( K = L_{\text{ref}} \kappa \) is the ratio of the length scale \( L_{\text{ref}} \) to the characteristic double-layer thickness \( 1/\kappa \). For this case, the reference length is chosen as \( L_{\text{ref}} = w \). Here, \( \kappa \) is the Debye–Hückel parameter,

\[ 1/\kappa = (\varepsilon k_b T / 2 z_0^2 e^2 n_0)^{1/2} \]  

For a small zeta potential (0 < \( \bar{\psi} < 1 \)), the electric potentials due to the charged wall are described by the linear Poisson–Boltzmann equation which can be written in terms of dimensionless variables as

\[ \nabla^2 \bar{\psi} = K^2 \bar{\psi} \]  

Based on the linear approximation, the dimensionless volumetric charge density is given by

\[ \bar{\rho}_q = -\bar{\psi}(\bar{z}, \bar{y}) \]  

Due to the symmetry of the EDL fields in the rectangular channel, Eq. (6) is subjected to the following boundary conditions:

\[
\text{(for conducting liquid 1)} \quad \begin{cases} 
\frac{\partial \psi_1}{\partial \bar{z}} = 0 & \text{at } \bar{z} = 0 \\
\psi_1 = \frac{\bar{x}}{\bar{z}} & \text{at } \bar{z} = \bar{w} \\
\psi_1 = \frac{\bar{x}}{\bar{z}} & \text{at } \bar{y} = -\bar{h} \\
\psi_1 = \frac{\bar{x}}{\bar{z}} & \text{at } \bar{y} = -\bar{h}_1 - \bar{h} 
\end{cases} \tag{8}
\]

\[
\text{(for conducting liquid 3)} \quad \begin{cases} 
\frac{\partial \psi_3}{\partial \bar{z}} = 0 & \text{at } \bar{z} = 0 \\
\psi_3 = \frac{\bar{x}}{\bar{z}} & \text{at } \bar{z} = \bar{w} \\
\psi_3 = \frac{\bar{x}}{\bar{z}} & \text{at } \bar{y} = \bar{h} \\
\psi_3 = \frac{\bar{x}}{\bar{z}} & \text{at } \bar{y} = \bar{h}_3 + \bar{h} 
\end{cases} \tag{9}
\]

The solutions to the Poisson–Boltzmann equation subjected to the above boundary conditions are obtained as

\[
\bar{\psi}_1 = \sum_{j=0}^{\infty} \frac{4^j \pi}{(2j + 1)\pi} (-1)^{j+1} \frac{\sinh[B_j(\bar{h} + \bar{y})]}{\sinh[B_j \bar{h}_1]} \cos(i_j \bar{z}) \quad - \sum_{j=0}^{\infty} \frac{4^j \pi}{(2j + 1)\pi} (-1)^{j+1} \frac{\sinh[B_j(\bar{h}_1 + \bar{h} + \bar{y})]}{\sinh[B_j \bar{h}_1]} \cos(i_j \bar{z})
\]

\[
+ \sum_{p=1}^{\infty} \frac{2 \bar{x}}{p\pi} (-1)^p - 1 \frac{\cosh[A_p(\bar{y})]}{\cosh(A_p \bar{w})} \sin \left[ \frac{p\pi}{\bar{h}_1} (\bar{y} + \bar{h}) \right]
\]  

\[ \tag{10} \]
for conducting liquid 1, and

\[
\varphi_3 = -\sum_{j=0}^{\infty} \frac{4\xi_4}{(2j+1)\pi} \left(-1\right)^{j+1} \frac{\sinh[B_j(y-h)]}{\sinh[B_jh_3]} \cos(\lambda_jz) \\
+ \sum_{j=0}^{\infty} \frac{4\xi_5}{(2j+1)\pi} \left(-1\right)^{j+1} \frac{\sinh[B_j(y-h_1-h)]}{\sinh[B_jh_3]} \cos(\lambda_jz) \\
- \sum_{p=1}^{\infty} \frac{2\xi_2}{p\pi} \left(-1\right)^p \left(1 - \frac{\cosh(A_{p1}z)}{\cosh(A_{p1}h_1)} \right) \sin \left(\frac{p\pi}{h_3}(y-h)\right)
\]

(11)

for conducting liquid 3, where \( \lambda_j = (2j-1)\pi/2w \), \( B_j = \sqrt{K^2 + \lambda_j^2} \), \( A_{p1} = \sqrt{K^2 + (p\pi/h_1)^2} \), \( A_{p3} = \sqrt{K^2 + (p\pi/h_3)^2} \).

In the above discussion of electroosmosis, the charge state of the surface is described in terms of surface potential at the shear plane, which is identified with the zeta potential [27]. This surface potential is related to a certain charge density at the surface [28]. From electrostatics, the normal component of the gradient of the electric potential, \( \psi \), jumps by an amount proportional to the surface charge density, \( \rho_{qS} \). That is

\[
\rho_{qS} = -\varepsilon \frac{\partial \psi}{\partial y}
\]

(12)

It is assumed that the gradient of electric potential in the nonconducting liquid vanishes. Using the reference surface charge density as \( (\varepsilon k_b T)/(L_{rd} z_0 e) \) we obtain the dimensionless surface charge densities at the two-liquid interface as

\[
\tilde{\rho}_{q1}(z) = -\sum_{j=1}^{\infty} \frac{4(-1)^{j+1}B_j}{(2j+1)\pi} \left[ \frac{\xi_1}{\sinh(B_jh_1)} - \frac{\xi_3}{\tanh(B_jh_1)} \right] \cos(\lambda_jz) \\
- \sum_{p=1}^{\infty} \frac{2\xi_2}{h_1} \left(-1\right)^p \left(1 - \frac{\cosh(A_{p1}z)}{\cosh(A_{p1}h_1)} \right)
\]

(13)

for the surface charge at interface 1–2, and

\[
\tilde{\rho}_{q2}(z) = \sum_{j=1}^{\infty} \frac{4(-1)^{j+1}B_j}{(2j+1)\pi} \left[ \frac{\xi_4}{\sinh(B_jh_3)} - \frac{\xi_6}{\tanh(B_jh_3)} \right] \cos(\lambda_jz) \\
+ \sum_{p=1}^{\infty} \frac{2\xi_2}{h_3} \left(-1\right)^p \left(1 - \frac{\cosh(A_{p2}z)}{\cosh(A_{p2}h_3)} \right)
\]

(14)

for the surface charge at interface 2–3.

The solutions of Eqs. (13) and (14) show that the contributions of zeta potential at the top/bottom walls, \( \xi_4 \) and \( \xi_1 \), are relatively small and the contributions of the side walls, \( \xi_2 \) and \( \xi_5 \), are also relatively small except when \( z \) approaches to \( w \). The volumetric net charge density, Eq. (7), and the interface charge density, Eqs. (13) and (14), are required to determine the electrostatic force caused by the presence of zeta potential. The bulk electrostatic force is considered as an additional body force exerting on the conducting liquid in the conventional
Navier–Stokes equation. Therefore, the conducting liquids are under the action of pressure gradient, electrostatic force and the viscous shear force at the interface. Similarly, the non-conducting liquid flows as a result of pressure gradient and external electrostatic force due to the electrokinetic charge density at the interface, which will be discussed in the following section.

2.2. Momentum equation of the three-liquid flow

We now consider the transient pressure-driven three-liquid, under the influence of two uniform external electric fields, \( E_{x1} \) and \( E_{x3} \), through a rectangular channel as illustrated in Fig. 2. The Navier–Stokes equation for an incompressible laminar liquid is given by

\[
\dot{\mathbf{p}} \frac{\partial \mathbf{V}}{\partial t} + \mathbf{p} (\mathbf{V} \cdot \nabla) \mathbf{V} = -\nabla p + \frac{1}{\text{Re}} \mu \nabla^2 \mathbf{V} 
\]  

(15)

where, \( \mathbf{V} \) is the velocity vector, \( p \) is the pressure, \( \rho \) is the density, and \( \mu \) is dynamic viscosity of the fluid. Ignoring the gravity effect, the force \( \mathbf{F} \) is caused by the action of the induced electrical field, \( E_x \), and the net charge density, \( \rho_e(y, z) \). This force exerts only in the electric double-layer regions of the conducting fluid flow along the x-direction. For the conducting fluid, \( \mathbf{F} = G_x \mathbf{q}_1 \), and for the non-conducting fluid, \( \mathbf{F} = 0 \).

To evaluate the electrokinetic effects, it is assumed that the flow is formed by three simple immiscible Newtonian liquids with constant viscosities, which are independent of shear rate and the local electric field strength. The flow is a transient, fully developed, laminar stratified flow. The pressure gradient is assumed to be constant along the channel and the pressure gradient along \( y \) and \( z \) directions are both zero.

As EDLs form in the conducting liquid flow, for fully developed flow, the momentum equations of the three liquids reduce to

\[
(\text{conducting fluid 1}) \quad \frac{\partial u_1}{\partial t} = \frac{1}{\text{Re}} \left( \frac{\partial^2 u_1}{\partial y^2} + \frac{\partial^2 u_1}{\partial z^2} \right) + G_{x1} \dot{\mathbf{q}}_1 - \frac{dp}{dx}
\]  

(16)

\[
(\text{non-conducting fluid 2}) \quad \frac{\partial u_2}{\partial t} = \frac{\mu_2}{\text{Re}} \left( \frac{\partial^2 u_2}{\partial y^2} + \frac{\partial^2 u_2}{\partial z^2} \right) - \frac{dp}{dx}
\]  

(17)

\[
(\text{conducting fluid 3}) \quad \frac{\partial u_3}{\partial t} = \frac{\mu_3}{\text{Re}} \left( \frac{\partial^2 u_3}{\partial y^2} + \frac{\partial^2 u_3}{\partial z^2} \right) + G_{x3} \dot{\mathbf{q}}_3 - \frac{dp}{dx}
\]  

(18)

where \( G_{x1} = (2z_0 \varepsilon_0 n_0 L_{\text{ref}} E_{x1})/(\rho_{\text{ref}} U_{\text{ref}}^2) \), \( G_{x3} = (2z_0 \varepsilon_0 n_0 L_{\text{ref}} E_{x3})/(\rho_{\text{ref}} U_{\text{ref}}^2) \), the subscripts, 1, 2 and 3, denote the conducting liquid 1, non-conducting fluid 2 and the conducting liquid 3, respectively. \( u \) is the velocity along x-direction. \( \rho_{e1} \) and \( \rho_{e3} \) are the local volumetric net charge densities shown by Eq. (3), respectively. The reference \( L_{\text{ref}} \) is the hydraulic diameter of the rectangular channel. The reference velocity, \( U_{\text{ref}} = (E_{x1} \varepsilon_0 \varepsilon_r \xi_{\text{ref}})/\mu_{\text{ref}} \); the reference time, \( \tau = L_{\text{ref}}^2/\nu_1 \); the reference viscosity, \( \mu_{\text{ref}} = \mu_1 \); the reference density, \( \rho_{\text{ref}} = \rho_1 \); the kinematics viscosity
ratio $\alpha_2 = v_2/v_1$, $\alpha_3 = v_3/v_1$, the dynamic viscosity ratio, $\bar{\mu}_1 = \beta_1 = 1$, $\bar{\mu}_2 = \beta_2 = \mu_2/\mu_1$ and $\bar{\mu}_3 = \beta_3 = \mu_3/\mu_1$; the Reynolds number is defined as $Re = (\rho_{\text{ref}} U_{\text{ref}} L_{\text{ref}})/\mu_{\text{ref}}$.

At the interface, matching conditions must be obeyed. There are the continuities of velocity

$$\bar{u}_1 = \bar{u}_2 \text{ (interface 1–2)}$$

and the shear stress balance, which jumps abruptly at the interface because of the presence of the certain surface charge density,

$$\bar{\mu}_1 \frac{\partial \bar{u}_1}{\partial \bar{y}} + M_1 \bar{\rho}^s_{q_1} = \bar{\mu}_2 \frac{\partial \bar{u}_2}{\partial \bar{y}}, \text{ at } \bar{y} = -\bar{h} \text{ (interface 1–2)}$$

$$\bar{\mu}_3 \frac{\partial \bar{u}_3}{\partial \bar{y}} + M_3 \bar{\rho}^s_{q_3} = \bar{\mu}_2 \frac{\partial \bar{u}_2}{\partial \bar{y}}, \text{ at } \bar{y} = \bar{h} \text{ (interface 2–3)}$$

where $y$ is the direction normal to the interface of the two liquids. The term $M_1 \bar{\rho}^s_{q_1}$ and $M_3 \bar{\rho}^s_{q_3}$ account for the force on the interface 1–2 and interface 2–3 due to the electrokinetic interface charges, respectively.

The dimensionless matching conditions become

$$\text{(interface 1–2)}$$

$$\begin{cases}
\bar{u}_1(\bar{z}, \bar{y}, \bar{t}) = \bar{u}_2(\bar{z}, \bar{y}, \bar{t}) \\
\frac{\partial \bar{u}_1(\bar{z}, \bar{y}, \bar{t})}{\partial \bar{y}} = \frac{\partial \bar{u}_2(\bar{z}, \bar{y}, \bar{t})}{\partial \bar{y}} - M_1 \bar{\rho}^s_{q_1}(\bar{z})
\end{cases}$$

$$\text{(interface 2–3)}$$

$$\begin{cases}
\bar{u}_3(\bar{z}, \bar{y}, \bar{t}) = \bar{u}_2(\bar{z}, \bar{y}, \bar{t}) \\
\frac{\partial \bar{u}_3(\bar{z}, \bar{y}, \bar{t})}{\partial \bar{y}} = \frac{\partial \bar{u}_2(\bar{z}, \bar{y}, \bar{t})}{\partial \bar{y}} - M_3 \bar{\rho}^s_{q_3}(\bar{z})
\end{cases}$$

where $M_1 = (\varepsilon k_b T E_{x_1})/(z_0 e U_{\text{ref}} \mu_{\text{ref}})$ and $M_3 = (\varepsilon k_b T E_{x_3})/(z_0 e U_{\text{ref}} \mu_{\text{ref}})$. $M_1$ and $M_2$ are the electrokinetic effects in the matching conditions.

In the rectangular-cross-section channel, the dimensionless boundary conditions for fluids 1, 2 and 3 are:

$$\text{conducting fluid 1) }$$

$$\begin{cases}
\frac{\partial \bar{u}_1}{\partial \bar{z}} = 0 & \text{when } \bar{z} = 0 \\
\bar{u}_1 = 0 & \text{when } \bar{z} = \bar{w} \\
\bar{u}_1 = 0 & \text{when } \bar{y} = -\bar{h} - \bar{h}_1 \\
\bar{u}_1 = 0 & \text{when } \bar{t} = 0
\end{cases}$$

The dimensionless boundary conditions for the non-conducting liquid 2 are

$$\text{non-conducting fluid 2) }$$

$$\begin{cases}
\frac{\partial \bar{u}_2}{\partial \bar{z}} = 0 & \text{when } \bar{z} = 0 \\
\bar{u}_2 = 0 & \text{when } \bar{z} = \bar{w} \\
\bar{u}_2 = 0 & \text{when } \bar{t} = 0
\end{cases}$$
The dimensionless boundary conditions for the non-conducting liquid 3 are

\[
\begin{align*}
\left( \text{conducting fluid 3} \right) & \quad \frac{\partial \tilde{v}_3}{\partial \tilde{z}} = 0 \quad \text{when } \tilde{z} = 0 \\
\tilde{u}_3 &= 0 \quad \text{when } \tilde{z} = \tilde{w} \\
\tilde{u}_3 &= 0 \quad \text{when } \tilde{y} = \tilde{h}_3 + \tilde{h} \\
\tilde{u}_3 &= 0 \quad \text{when } \tilde{t} = 0
\end{align*}
\] (27)

Due to linearity, the velocities of the conducting liquids and the non-conducting liquid (Eqs. (16)–(18)) can be decomposed into two parts:

\[
\tilde{u} = \tilde{u}^p + \tilde{u}^E
\] (28)

where \(\tilde{u}^E\) corresponds to the velocity driven by electroosmotic force, and \(\tilde{u}^p\) is the velocity driven by pressure gradient.

The dimensionless momentum equations can be presented as

\[
\begin{align*}
\left\{ \begin{align*}
\frac{\text{Re} \frac{\partial \tilde{u}_1^p}{\partial \tilde{z}}}{\text{Re}} &= \frac{\partial^2 \tilde{u}_1^p}{\partial \tilde{z}^2} + \frac{\partial^2 \tilde{u}_1^p}{\partial \tilde{y}^2} + \text{Re} \frac{\partial \tilde{p}}{\partial \tilde{x}} \\
\frac{\text{Re} \frac{\partial \tilde{u}_1^E}{\partial \tilde{z}}}{\text{Re}} &= \frac{\partial^2 \tilde{u}_1^E}{\partial \tilde{z}^2} + \frac{\partial^2 \tilde{u}_1^E}{\partial \tilde{y}^2} + \text{Re} \frac{\partial \tilde{p}}{\partial \tilde{x}}
\end{align*} \right\} \quad (\text{conducting liquid 1}) 
\end{align*}
\] (29)

\[
\begin{align*}
\left\{ \begin{align*}
\frac{\text{Re} \frac{\partial \tilde{u}_2^p}{\partial \tilde{z}}}{\text{Re}} &= \frac{\partial^2 \tilde{u}_2^p}{\partial \tilde{z}^2} + \frac{\partial^2 \tilde{u}_2^p}{\partial \tilde{y}^2} + \text{Re} \frac{\partial \tilde{p}}{\partial \tilde{x}} \\
\frac{\text{Re} \frac{\partial \tilde{u}_2^E}{\partial \tilde{z}}}{\text{Re}} &= \frac{\partial^2 \tilde{u}_2^E}{\partial \tilde{z}^2} + \frac{\partial^2 \tilde{u}_2^E}{\partial \tilde{y}^2} + \text{Re} \frac{\partial \tilde{p}}{\partial \tilde{x}}
\end{align*} \right\} \quad (\text{non-conducting liquid 2}) 
\end{align*}
\] (30)

and

\[
\begin{align*}
\left\{ \begin{align*}
\frac{\text{Re} \frac{\partial \tilde{u}_3^p}{\partial \tilde{z}}}{\text{Re}} &= \frac{\partial^2 \tilde{u}_3^p}{\partial \tilde{z}^2} + \frac{\partial^2 \tilde{u}_3^p}{\partial \tilde{y}^2} + \text{Re} \frac{\partial \tilde{p}}{\partial \tilde{x}} \\
\frac{\text{Re} \frac{\partial \tilde{u}_3^E}{\partial \tilde{z}}}{\text{Re}} &= \frac{\partial^2 \tilde{u}_3^E}{\partial \tilde{z}^2} + \frac{\partial^2 \tilde{u}_3^E}{\partial \tilde{y}^2} + \text{Re} \frac{\partial \tilde{p}}{\partial \tilde{x}}
\end{align*} \right\} \quad (\text{conducting liquid 3}) 
\end{align*}
\] (31)

The Laplace transform method is applied to solve these equations. This paper assumes that the zeta potentials are not affected by the external electric field. We substitute the local volumetric net charge density, Eq. (13), into momentum equation Eqs. (29), then the Laplace transform of the conducting fluid 1 is

\[
s\text{Re}\tilde{U}_1(\tilde{z}, \tilde{y}, s) = \left[ \frac{\partial^2 \tilde{U}_1^E(\tilde{z}, \tilde{y}, s)}{\partial \tilde{z}^2} + \frac{\partial^2 \tilde{U}_1^E(\tilde{z}, \tilde{y}, s)}{\partial \tilde{y}^2} \right] - \frac{\text{Re} G_{\chi 1} \tilde{\psi}_1(\tilde{z}, \tilde{y})}{s} 
\] (32)

with the boundary conditions of

\[
\begin{align*}
\frac{\partial \tilde{U}_1^E(\tilde{z}, \tilde{y}, s)}{\partial \tilde{z}} &= 0 \quad \text{when } \tilde{z} = 0 \\
\tilde{U}_1^E(\tilde{z}, \tilde{y}, s) &= 0 \quad \text{when } \tilde{z} = \tilde{w} \\
\tilde{U}_1^E(\tilde{z}, \tilde{y}, s) &= 0 \quad \text{when } \tilde{y} = -\tilde{h} - \tilde{h}_1
\end{align*} \] (33)
where \( s \) is the Laplace transform parameter. The Laplace transforms of Eqs. (29)–(31) are

\[
s\text{Re} \frac{\partial^2 U_1^P(\tilde{y}, \tilde{z}, s)}{\partial \tilde{z}^2} + \frac{\partial^2 U_1^p(\tilde{y}, \tilde{z}, s)}{\partial \tilde{y}^2} - \frac{\text{Re}(d\bar{P}/d\tilde{x})}{s} = 0
\]

with the boundary conditions of

\[
\left\{ \begin{array}{l}
\frac{\partial U_1^P(z, y, s)}{\partial z} = 0 \quad \text{when } \tilde{z} = 0 \\
U_1^P(z, y, s) = 0 \quad \text{when } \tilde{z} = \tilde{w} \\
U_1^P(z, \tilde{y}, s) = 0 \quad \text{when } \tilde{y} = -\bar{h} - \bar{h}_1
\end{array} \right.
\] (35)

The Laplace transforms of Eqs. (30) and (31) are

Non-conducting fluid 2

\[
s\text{Re} \frac{\partial^2 U_2^P(z, \tilde{y}, s)}{\partial \tilde{z}^2} + \frac{\partial^2 U_2^P(z, \tilde{y}, s)}{\partial \tilde{y}^2} = 0
\]

with the boundary conditions of

\[
\left\{ \begin{array}{l}
\frac{\partial U_2^P(z, \tilde{y}, s)}{\partial z} = 0 \quad \text{when } \tilde{z} = 0 \\
U_2^P(z, \tilde{y}, s) = 0 \quad \text{when } \tilde{z} = \tilde{w}
\end{array} \right.
\] (37)

and

\[
\frac{\partial^2 U_2^P(z, \tilde{y}, s)}{\partial \tilde{z}^2} + \frac{\partial^2 U_2^P(z, \tilde{y}, s)}{\partial \tilde{y}^2} = s\text{Re} \frac{U_2^P(z, \tilde{y}, s)}{s\beta_2} + \frac{
\text{Re}(d\bar{P}/d\tilde{x})}{s\beta_2}
\]

(38)

with the boundary conditions of

\[
\left\{ \begin{array}{l}
\frac{\partial U_2^P(z, \tilde{y}, s)}{\partial z} = 0 \quad \text{when } \tilde{z} = 0 \\
U_2^P(z, \tilde{y}, s) = 0 \quad \text{when } \tilde{z} = \tilde{w}
\end{array} \right.
\] (39)

Conducting fluid 3

\[
s\text{Re} \frac{U_3^m(z, \tilde{y}, s)}{s\beta_3} = \frac{\partial^2 U_3^m(z, \tilde{y}, s)}{\partial \tilde{z}^2} + \frac{\partial^2 U_3^m(z, \tilde{y}, s)}{\partial \tilde{y}^2} - \frac{\text{Re} G_{\beta_3} \psi(z, \tilde{y})}{s\beta_3}
\]

(40)
with the boundary conditions of

\[
\begin{align*}
\frac{\partial U^i_1(\tilde{z}, \tilde{y}, s)}{\partial \tilde{z}} &= 0 \quad \text{when } \tilde{z} = 0 \\
U^i_2(\tilde{z}, \tilde{y}, s) &= 0 \quad \text{when } \tilde{z} = \tilde{w} \\
U^i_3(\tilde{z}, \tilde{y}, s) &= 0 \quad \text{when } \tilde{y} = \tilde{h} + \tilde{h}_3
\end{align*}
\]  

(41)

and

\[
\frac{\partial^2 U^i_1(\tilde{z}, \tilde{y}, s)}{\partial \tilde{z}^2} + \frac{\partial^2 U^i_2(\tilde{z}, \tilde{y}, s)}{\partial \tilde{y}^2} = s \text{Re} \left[ \frac{\partial U^i_1(\tilde{z}, \tilde{y}, s)}{\partial \tilde{z}} \right] + \text{Re} \left( \frac{dF}{dx} \right) \frac{s \beta_3}{2}
\]

(42)

with the boundary conditions of

\[
\begin{align*}
\frac{\partial U^i_1(\tilde{z}, \tilde{y}, s)}{\partial \tilde{z}} &= 0 \quad \text{when } \tilde{z} = 0 \\
U^i_2(\tilde{z}, \tilde{y}, s) &= 0 \quad \text{when } \tilde{z} = \tilde{w} \\
U^i_3(\tilde{z}, \tilde{y}, s) &= 0 \quad \text{when } \tilde{y} = \tilde{h} + \tilde{h}_3
\end{align*}
\]  

(43)

Using the separation of variables method, the solution of Eq. (32) with the boundary of Eq. (33) gives as

\[
U^i_1(\tilde{z}, \tilde{y}, s) = \sqrt{\frac{2}{w}} \sum_{j=0}^{\infty} \left\{ \left( \tanh[D_{ij}(\tilde{h} + \tilde{h}_1)] \cosh(D_{ij}\tilde{y}) + \sinh(D_{ij}\tilde{y}) \right) b^i_{1j} \right. \\
- \frac{\phi_{ij}(\tilde{h} + \tilde{h}_1, \tilde{y}, s)}{\cosh[D_{ij}(\tilde{h} + \tilde{h}_1)]} \cosh(D_{ij}\tilde{y}) + \phi_{ij}(\tilde{y}, s) \bigg\} \cos(\lambda_j \tilde{z})
\]

(44)

Using the same method, the solutions of Eqs. 34, 36, 38, 40, 42 give, respectively, as

\[
U^i_1(\tilde{y}, \tilde{z}, s) = \sqrt{\frac{2}{w}} \sum_{j=0}^{\infty} \left\{ \frac{\text{Re} \left( \frac{dP}{dx} \right)}{s\lambda_j \beta_j^2} \sqrt{\frac{2}{w}} \bigg[ \frac{1}{\cosh[D_{ij}(\tilde{h} + \tilde{h}_1)]} - 1 \bigg] \right. \\
+ \left\{ \tanh[D_{ij}(\tilde{h} + \tilde{h}_1)] \cosh(D_{ij}\tilde{y}) + \sinh(D_{ij}\tilde{y}) \right\} b^i_{1j} \bigg\} \cos(\lambda_j \tilde{z})
\]

(45)

\[
U^i_2(\tilde{z}, \tilde{y}, s) = \sqrt{\frac{2}{w}} \sum_{j=0}^{\infty} \left[ a^i_{2j}(s) \cosh(E_{2j}\tilde{y}) + b^i_{2j}(s) \sinh(E_{2j}\tilde{y}) \right] \cos(\lambda_j \tilde{z})
\]

(46)

\[
U^i_3(\tilde{z}, \tilde{y}, s) = \sum_{j=1}^{\infty} \left\{ a^i_{3j}(s) \cosh(E_{2j}\tilde{y}) + b^i_{3j}(s) \sinh(E_{2j}\tilde{y}) - \text{Re} \times \frac{dP}{dx} \right. \\
\times \left. \sqrt{\frac{2}{w}} \times \frac{(-1)^j}{s\beta_2 \lambda_j E_{2j}^2} \bigg\} \cos(\lambda_j \tilde{z})
\]

(47)
where \( D_{ij} = \sqrt{\lambda^2_j + sRe} \), \( E_{ij} = \sqrt{\lambda^2_j + sRe/\alpha_2} \), \( E_{ij} = \sqrt{\lambda^2_j + sRe/\alpha_3} \).

Integrate the matching conditions of Eqs. (23) and (24), the coefficients \( b^E_{1j} \), \( a^E_{2j} \), \( b^E_{3j} \), \( b^E_{1j} \), \( a^P_{2j} \), \( b^P_{2j} \), and \( b^P_{3j} \) can be obtained as

\[
b^E_{1j} = b^E_{2j}/A + H
\]
\[
a^E_{2j} = Jb^E_{1j} + Kb^E_{3j} + L
\]
\[
b^E_{2j} = Cb^E_{3j} + Db^E_{1j} + G
\]
\[
b^E_{3j} = b^E_{2j}/B + I
\]
\[
b^P_{1j} = (b^P_{2j} - T)/S
\]
\[
a^P_{2j} = Nb^P_{3j} + Qb^P_{1j} + M
\]
\[
b^P_{2j} = (O - RT/S - PU/V)/(1 - R/S - P/V)
\]
\[
b^P_{3j} = (b^P_{2j} - U)/V
\]

The detailed mathematical derivation of the coefficients A to V, \( \phi_{1j} \), \( \phi_{3j} \) is presented in Appendix A.

According \( \bar{Q}^E(s) = 2 \int_{-\bar{h}}^{\bar{h}} 2 \int_0^w \bar{U}^E(\bar{y}, \bar{z}, s) d\bar{z} d\bar{y} \) and \( \bar{Q}^P(s) = 2 \int_{-\bar{h}}^{\bar{h}} 2 \int_0^w \bar{U}^P(\bar{y}, \bar{z}, s) d\bar{z} d\bar{y} \), the dimensionless volumetric flow rates are obtained (Appendix A).
To obtain the final results, it is required to applied inversions of the Laplace transform on velocities $\bar{U}^E(y, z, s)$, $\bar{U}^P(y, z, s)$ and flow rates $\bar{Q}^E(s)$, $\bar{Q}^P(s)$. Due to the complex nature of those forms, the numerical inversion of Laplace transforms method–Gaver–Stehfest method with double precision is used in this paper [29].

3. Results and discussion

In this paper, governing equations for the EDL distributions in the two conducting liquids, velocity profiles, flow rates for the three-fluid flow, were derived for a rectangular microchannel. The two conducting fluids hold the bottom and upper parts, the liquid fractions for conducting fluid 1 and conducting fluid 3 are 0.3, respectively, and the non-conducting fluid holds the middle part of the channel, the liquid fraction is 0.4. Many methods for determining the zeta potentials at the wall and at the interface were proposed [25]. The zeta potentials at the channel walls, $\xi_{\text{wall}}(\bar{x}_1, \bar{x}_2, \bar{x}_4, \bar{x}_5)$ depend on the material properties of the wall and the ionic properties of the fluid [12]. We choose the walls zeta potentials to be the same at $\xi_{\text{wall}}(\bar{x}_1, \bar{x}_2, \bar{x}_4, \bar{x}_5) = -25$ mV as the default value. The zeta potential between two immiscible liquids, $\bar{\xi}_3$ and $\bar{\xi}_6$, does not only depend on the ionic properties of two fluids, but also on the pH and the concentration of the electrolyte [30,31]. The dimensionless parameter $K$ is defined as $K = \kappa D_h$ to evaluate parameters affecting the EDL profiles. $1/\kappa$ refers to the characteristic thickness of the EDL. As the Debye–Hückel parameter in Eq. (5) is proportional to the square root of the bulk ionic concentration $n_0$, the variation of the ionic concentration will alter the EDL thickness. In this analysis, the concentration of the two conducting fluids is in the range of $10^{-6}$ – $10^{-5}$ M, therefore, the bulk concentration $n_0 = 6.022 \times 10^{20} – 6.022 \times 10^{21}$ m$^{-3}$ and the EDL dimension parameter $K = 87 – 275$.

3.1. Electrical potential

Fig. 3 shows the potential distribution along the symmetrical line when the interface zeta potential $\bar{\xi}_3 = \bar{\xi}_6 = \bar{\xi}_{\text{wall}}$. The EDL only exists in the two conducting fluids. The interface zeta potential induces an EDL at the liquid–liquid interface, where the electroosmotic body forces are present. The result shows that the interface zeta potential affects the electrical potential distribution dramatically. The EDL profiles are shown in Fig. 3 where $K = 87$ ($1/\kappa \approx 300$ nm) and $K = 275$ ($1/\kappa \approx 97$ nm). It shows that the value of $K$ controls the dimensionless EDL thickness: a larger value of $K$ corresponds to a thinner EDL.

Points A, B, C are indicated in Fig. 3. Point A is within the EDL at $\bar{y} = 0.9925$, point B corresponds to the flow of conducting fluid 1, outside the EDL at $\bar{y} = 0.85$, point C is in the non-conducting fluid region. The dynamic response of the flow in points A, B and C will be discussed.

From Eq. (28), the velocity $\bar{u}$ of three-fluid can be decomposed into two parts, $\bar{u}^p$ and $\bar{u}^E$. $\bar{u}^p$ corresponds to velocity driven by pressure gradient and $\bar{u}^E$ corresponds to velocity driven by electroosmotic effect. With the proposed analytical model, we investigate the following cases. (1) With zero pressure gradientis applied across the microchannel, the flow is simply a three-fluid
electroosmotic flow with the flow velocity $\bar{u}^E$. (2) When both the pressure gradient and the electric field are applied across the microchannel, the three-fluid is driven by the combined electroosmotic force and pressure gradient with the flow velocity $\bar{u}$.

### 3.2. Three-fluid electroosmotic flow

Figs. 4 and 5 show the time evolution of the velocity profiles, $\bar{u}^E$, at the symmetric line when the flow parameters are zero pressure gradient, $E_{x1} = E_{x3} = 3000$ V/m, $\kappa = 130$, $\alpha_1 = \alpha_2 = \alpha_3 = 1$, $\beta_1 = \beta_2 = \beta_3 = 1$, ($\xi_{\text{interface}} = \xi_{\text{wall}}$ or $\xi_{\text{interface}} = 0$). The viscosity and density of the NaCl solution is $\mu_{\text{ref}} = 10^{-3}$ Pa s and $\rho_{\text{ref}} = 10^3$ kg/m$^3$, respectively. With these reference potential and viscosity, the Helmholtz–Smoluchowski electroosmotic velocity is chosen as the reference velocity $U_{\text{ref}} = (E_{x1}\varepsilon_{\text{ref}})/\mu_{\text{ref}} = 1.59 \times 10^{-4}$ m/s. The corresponding Reynolds number is $Re \approx 0.0063$.

Fig. 4 shows the time evolution of the velocity profile when the interface zeta potential $\xi_2 = \xi_6 = \xi_{\text{wall}}$. It can be seen that upon the application of the electric fields, the conducting fluids are activated in regions close to the channel walls and the interfaces. The velocities of the two conducting fluids increase rapidly from zero in the same direction within the EDL regions close to the walls and the interfaces. But the effects of the force from the free charges of the interface cause the interface velocity increases rapidly in the opposite direction. This is because the interface charges are equal to the total net charges within the EDL regions, close to the interface. The velocity at the interface region is significantly influenced by the surface force during the initial transient state. As time elapses, the liquid inside the EDLs exerts hydrodynamic shear stress on its adjacent liquid; the liquid outside the EDL regions may be considered as ‘passive’ flow caused by shear viscous forces.

For non-conducting fluid, during the initial transient time, it moves in the opposite direction. As time elapse, because the EDLs exert the hydrodynamic shear stress on the adjacent conducting fluids, the negative velocity reduces. The characteristic of non-conducting liquid depends on the matching conditions between the three liquids, which involve the external electric fields, the viscosity ratio of liquids, the interface phenomenon, and the charge density in the conducting liquids.

Fig. 5 shows the velocity profile when the interface zeta potential $\xi_3 = \xi_6 = 0$. Comparing Figs. 4 with 5, we find that: the velocity profile is completely different in the absence of the surface charge. Upon the application of the electric field, the flow is activated only in the EDL regions near the channel walls in the conducting liquids. In the non-conducting liquid, because of the absence of EDLs, there is no opposite force exerted on the interface; the non-conducting liquid is driven by the hydrodynamic viscous forces at the interfaces only. These figures show that a lower interface zeta potential would result in a higher velocity of the non-conducting liquid.

Fig. 6 shows the steady state ($\bar{t} > 10^{-2}$) dimensionless velocity profiles, $\bar{u}^E$, at the symmetric line, when zero pressure gradient, $E_{x1} = E_{x3} = 3000$ V/m, $\beta_1 = \beta_3 = 1$ and different viscosity ratios $\beta_2 = 1, 2, 3$. When electric fields are applied across the conducting fluids, the conducting fluids 1 and 3 are driven by electroosmosis, which drags the non-conducting fluid 2 by the hydrodynamic
shear force. The results indicate that the velocity profiles of the conducting fluids are strongly dependent on the viscosity ratio, $\beta_2$. The flow resistance of the non-conducting fluid decreases with the decreasing in $\beta_2$. Thus, the non-conducting fluid can be driven with less flow resistance as shown in Fig. 6. When the viscosity ratio is higher, the flow resistance of the non-conducting fluid is higher, resulting in a steeper velocity gradient at the interface of the conducting fluids.

For an extreme case, the infinite viscosities of $\mu_2$ and $\mu_3$ make the flows of the non-conducting fluid 2 and the conducting fluid 3 resemble that of the channel wall. Hence the flow of the conducting fluid 1 resembles the single-fluid EOF, through which we can compare the results of the proposed analytical model with those of the previous works. If the channel width in much larger than the channel height, in the fully developed state, the velocity profile at the symmetric section in this channel is identical with flow between two infinite parallel flat plates.

The comparison between theoretical analysis and the published two-fluid experimental data [32] is shown in Fig. 7. To simulate the flow, a infinite viscosity of $\mu_3$, is assumed which make the conducting fluid 3 resemble that of the channel wall. Hence we can compare our transient model when $\varepsilon = 10^{-2}$ (steady state) with the two-fluid data. Our results agree well with the published experimental data.

3.3. Three-fluid flow driven by electroosmosis and pressure gradient

When both pressure gradient and electric field are applied, the three liquids are driven by electroosmotic body force and pressure gradient. For a given pressure gradient, the velocities and flow rates of the three liquids depend only on the applied electroosmotic force.

Figs. 8 and 9 show the time evolution of the velocity profiles ($\bar{v}$, $\bar{w}$ and $\bar{u}^E$) when $K = 130, E_{x1} = E_{x3} = 3000$ V/m, $d\bar{p}/d\bar{z} = 50, 000$, $\alpha_1 = \alpha_2 = \alpha_3 = 1, \beta_1 = \beta_2 = \beta_3 = 1$. The interface zeta potential of Figs. 8 and 9 is $\bar{\xi}_3 = \bar{\xi}_6 = \bar{\xi}_{\text{wall}}$ and $\bar{\xi}_3 = \bar{\xi}_6 = 0$, respectively. When time is 0, the fluid velocity anywhere in the channel is at rest and hence the velocity equals zero. It can be seen that upon the application of the electric field and pressure gradient, the flow begins close to the channel walls and the liquid–liquid interface, the velocity increases rapidly at the wall and interface to its peak value within the EDL regions. This reveals the unique feature of the electroosmotic flow as the flow is driven by the electrical body force due to the interaction of the applied electric field and the net charge density, such driving force occurs only within the EDL regions. The velocity profile of non-conducting liquid depends on the interface shear stress and the charge density in the conducting liquids. During this early stage of the evolution, electroosmosis effect dominate, the velocity profile of $\bar{v}$ and $\bar{u}^E$ are similar as shown in Figs. 8 and 9(a).

At the steady state, the velocity profile $\bar{u}^E$ exhibits a plateau, resembling a plug-like flow pattern in the conducting fluids. The velocity profiles of $\bar{u}^p$ exhibits a parabolic profile due to the presence of the pressure gradient. The combined velocity profile, $\bar{u}$ is the superposition of the solutions of $\bar{u}^E$ and $\bar{u}^p$.

To study the dynamic responses of the flow under the applications of both constant electric field and pressure gradient, flow velocity at locations within the EDL region and outside the EDL
are analyzed. Fig. 10(a) shows the time-dependent velocity response within the EDL at $\bar{y} = 0.9925$ (point A in Fig. 3), whereas Fig. 10(b) shows the velocity response outside the EDL at $\bar{y} = 0.85$ (point B in Fig. 3), and Fig. 10(c) shows the velocity response of the non-conducting fluid region at $\bar{y} = 0.5$ (point C in Fig. 3) The flow conditions are: $K = 130$, $E_{x1} = E_{x3} = 3000$ V/m, $d\bar{p}/d\bar{z} = 50$, $000$, $\alpha_1 = \alpha_2 = \alpha_3 = 1$, $\beta_1 = \beta_2 = \beta_3 = 1$, $\xi_3 = \xi_6 = \xi_{\text{wall}}$.

The local velocity, $\bar{u}^E$, $\bar{u}^p$ at points A, B and C are normalized by defining dimensionless variables as

$$\bar{u}_E^N = \bar{u}_E^{E}/\bar{u}_{\text{steady state}}^{E}$$

$$\bar{u}_P^N = \bar{u}_P^{P}/\bar{u}_{\text{steady state}}^{P}$$

where $\bar{u} = u/U_{\text{ref}}$, and $\bar{u}_{\text{steady state}} = u_{\text{local steady state velocity}}/U_{\text{ref}}$ is the local steady state velocity.

It can be noted from Fig. 10(a) that, within the EDL region (point A), the velocity response due to pressure gradient is always behind that applied electric field. Though near the wall, the velocity is affected by the no-slip boundary condition, however, within the EDL region the flow is driven by the electrical body force resulting from the interaction of the electric field and the net charge density. As time elapse, the liquid inside the EDL exerts viscous shear stress to the adjacent liquid and fluids outsides the EDL (point B) is set in motion layer by layer, finally extending to the entire region of the conducting liquid, in this region, electroosmosis effect dominate.

At the bulk conducting liquid region (region away from EDL, at point B), the liquid is driven by the viscous shear diffusion as the result of (i) the faster fluid layers at the EDL region and (ii) the faster lamina fluid layers immediately closer to the center, i.e. the combined electric field and pressure gradient which pull the fluid at the bulk conducting liquid region. The results show that both $\bar{u}^E$ and $\bar{u}^P$ achieve the steady state at $\bar{t} = 10^{-5}$.

Fig. 10(c) shows the flow in the non-conducting fluid region. The velocity response due to the pressure gradient is faster that of the applied electric field, pressure gradient effect dominates. The liquid at point C is driven by: (i) the faster lamina immediately closer to the center due to pressure gradient, and (ii) the interfacial shear stress. Same as before, both $\bar{u}^E$ and $\bar{u}^P$ achieve the steady state at $\bar{t} = 10^{-5}$.

### 3.4. Volumetric flow rate

The dimensionless volumetric flow rates of the three-fluid electroosmotic flow, $\bar{q}_1$, $\bar{q}_2$ and $\bar{q}_3$, where zero gradient ($d\bar{p}/d\bar{z} = 0$), $E_{x1} = E_{x3} = 3000$ V/m, $K = 130$, $\rho_1 = \rho_2 = \rho_3$, are plotted in Fig. 11 for different values of interface zeta potentials (Fig. 11(a)), dynamic viscosity ratios $\beta_2$ (Fig. 11(b)), and kinematics viscosity ratio $\alpha_2$ (Fig. 11(c)).
In Fig. 11(a), the dynamic viscosity and density of three liquids are identical. It can be seen that the higher interface zeta potentials will induce a large flow rate of the conducting liquids ($\bar{q}_1$ and $\bar{q}_3$), but the flow rate of the non-conducting liquid ($\bar{q}_2$) is lower. In the presence of free charges at the interface, the non-conducting liquid will flow in the opposite direction. Gao [24] called this phenomena “back flow”. The back flow rate increases as the increase of the interface zeta potential. As shown in Fig. 11(a), if the interface zeta potentials are larger than the wall zeta potential, the flow rate of the non-conducting liquid may be negative at the steady state.

Fig. 11(b) shows the effect of different viscosity ratio, $\beta_2$, on the volumetric flow rate. In this figure, $\xi_3 = \xi_6 = 0.5$, $\rho_1 = \rho_2 = \rho_3$, $\beta_1 = \beta_3 = 1$. The results show that the liquid with a lower viscosity ratio can be driven with a lower flow resistance, in another word; the volumetric flow rate is higher under the same electric fields. Hence the three-liquid electroosmotic pumping method is feasible for the relatively small interface zeta potentials and viscosity ratio $\beta_2$.

Fig. 11(c) shows the volumetric flow rates for different density of the non-conducting liquid. In this figure, $\xi_3 = \xi_6 = 0.5$, $\beta_1 = \beta_3 = 1$, $\rho_1 = \rho_3$. The results show that the density does not affect the velocity profile but affects the developing time, this figure shows that the non-conducting liquid with a higher density requires a longer developing time to approach the steady state. The kinematics viscosity ratio, $\alpha_2 = (\bar{\mu}/\bar{\rho}_2)/(\bar{\mu}/\bar{\rho}_1)$, evaluates the developing time.

Fig. 12 shows the dimensionless volumetric flow rates of the three-fluid flow for case (a) $E_{x1} = E_{x3} = 3000$ V/m, $d\bar{p}/dz = 0$, and case (b) $E_{x1} = E_{x3} = 3000$ V/m, $d\bar{p}/dz = 10,000$. As shown, the effect of pressure gradient does not affect the developing time. Volumetric flow rate is higher under the combined electroosmotic and pressure gradient.

4. Conclusion

An analysis of the transient three-liquid flow, which driven by the combined electroosmotic force and pressure gradient, is presented in this work. By considering the electroosmotic force as the body forces in the conducting liquids, this paper solves the linear Poisson–Boltzmann equation and Navier–Stokes equation together by the analytical method. Due to the presence of the surface free charge densities at the liquid–liquid interface, the forces in the diffuse layers and the forces exerted at the interfaces are accounted in this model. The velocity profiles and the flow rates for the transient, two-dimensional three-liquid flow is obtained analytically by the method of Laplace transform method.

The computational results show that the three-liquid electroosmotic pumping is feasible for the relative small interface zeta potential and viscosity ratio $\beta_2$. The detail insight of the flow characteristics of this flow configuration are provided by the velocity profile as time evolution.

Appendix A

In the following, we will define several auxiliary functions which facilitate the analytical evaluation of the pertinent expressions in the present work. All these functions are obtained through integrating matching conditions, velocity profiles and shear stress at the interface. They are defined as follows:
\[ A = \tanh[D_{1j}(\bar{h} + \bar{h}_1)] \cosh(D_{1j}\bar{h}) \sinh(E_{2j}\bar{h}) - \sinh(D_{1j}\bar{h}) \times \sinh(E_{2j}\bar{h}) \]
\[ \times \frac{D_{1j}}{\beta_1 E_{2j}} \tanh[D_{1j}(\bar{h} + \bar{h}_1)] \sinh(D_{1j}\bar{h}) \]
\[ \times \cosh(E_{2j}\bar{h}) + \frac{D_{1j}}{\beta_1 E_{2j}} \cosh(D_{1j}\bar{h}) \cosh(E_{2j}\bar{h}) \]

\[ B = -\frac{E_{3j}}{(\beta_1/\beta_3)E_{2j}} \tanh[E_{3j}(\bar{h} + \bar{h}_3)] \sinh(E_{3j}\bar{h}) \cosh(E_{2j}\bar{h}) \]
\[ + \frac{E_{3j}}{(\beta_1/\beta_3)E_{2j}} \cosh(E_{3j}\bar{h}) \cosh(E_{2j}\bar{h}) + \tanh[E_{3j}(\bar{h} + \bar{h}_3)] \]
\[ \times \cosh(E_{3j}\bar{h}) \sinh(E_{2j}\bar{h}) - \sinh(E_{3j}\bar{h}) \sinh(E_{2j}\bar{h}) \]

\[ C = -\frac{\sinh(E_{2j}\bar{h})}{2 \cosh[E_{3j}(\bar{h} + \bar{h}_3)] \sinh(E_{2j}\bar{h})} \]

\[ D = -\frac{\sinh(D_{1j}\bar{h})}{2 \cosh[D_{1j}(\bar{h} + \bar{h}_1)] \sinh(E_{2j}\bar{h})} \]

\[ G = -\frac{\phi_{1j}(\bar{h} + \bar{h}_3, s) \cosh(E_{3j}\bar{h}) + \phi_{3j}(\bar{h}, s) - \phi_{3j}(\bar{h}, s)}{2 \sinh(E_{2j}\bar{h}) \cosh[E_{3j}(\bar{h} + \bar{h}_3)]} + \frac{\phi_{1j}(\bar{h}, s) - \phi_{3j}(\bar{h}, s)}{2 \sinh(E_{2j}\bar{h})} \]
\[ + \frac{\phi_{1j}(\bar{h} - \bar{h}_1, s) \cosh(D_{1j}\bar{h})}{2 \sinh(E_{2j}\bar{h}) \cosh[D_{1j}(\bar{h} + \bar{h}_1)]} \]

\[ H = \frac{\phi_{1j}(\bar{h} - \bar{h}_1, s)}{A \cosh[D_{1j}(\bar{h} + \bar{h}_1)]} \sinh(E_{2j}\bar{h}) \cosh(D_{1j}\bar{h}) \]
\[ - \frac{\sinh(E_{2j}\bar{h}) \phi_{1j}(\bar{h}, s)}{A} - \frac{M_1 \rho_{1j}(\bar{e}) \cosh(E_{2j}\bar{h})}{A_1 E_{2j}} \]
\[ - \frac{\phi_{1j}(\bar{h}, s) \cosh(E_{2j}\bar{h})}{A_1 E_{2j}} - \frac{D_{1j}}{A_1 E_{2j}} \phi_{1j}(\bar{h}, s) \cosh(E_{2j}\bar{h}) \]
\[ \times \sinh(D_{1j}\bar{h}) \cosh(E_{2j}\bar{h}) \]

\[ I = \frac{E_{3j} \cosh(E_{2j}\bar{h})}{B(\beta_1/\beta_3)E_{2j}} \frac{\phi_{3j}(\bar{h} + \bar{h}_3, s)}{\cosh(E_{3j}(\bar{h} + \bar{h}_3))] \sinh(E_{3j}\bar{h})} \]
\[ - \frac{\phi_{3j}(\bar{h}, s) \cosh(E_{2j}\bar{h})}{B(\beta_1/\beta_3)E_{2j}} - \frac{M_3 \rho_{3j}(\bar{e}) \cosh(E_{2j}\bar{h})}{B(\beta_1/\beta_3)E_{2j}} \]
\[ + \frac{\sinh(E_{2j}\bar{h}) \phi_{3j}(\bar{h}, s)}{B} - \frac{\phi_{3j}(\bar{h} + \bar{h}_3, s)}{B \cosh(E_{3j}(\bar{h} + \bar{h}_3)) \sinh(E_{2j}\bar{h})} \]
\[ \times \cosh(E_{3j}\bar{h}) \]
\[ J = \frac{\tanh[D_y(h + \bar{h})] \cosh(D_y \bar{h}) - \sinh(D_y \bar{h})}{2 \cosh(E_2 \bar{h})} \quad (A.8) \]

\[ K = -\frac{\tanh[E_3(h + \bar{h})] \cosh(E_3 \bar{h}) + \sinh(E_3 \bar{h})}{2 \cosh(E_2 \bar{h})} \quad (A.9) \]

\[ L = -\frac{\phi_3(h + \bar{h}, s) \cosh(E_3 \bar{h})}{2 \cosh(E_2 \bar{h}) \cosh[E_3(h + \bar{h})]} + \frac{\phi_3(h, s) + \phi_3(-h, s)}{2 \cosh(E_2 \bar{h})} \]

\[ -\frac{\phi_3(-h - \bar{h}, 1, s) \cosh(D_y \bar{h})}{2 \cosh(E_2 \bar{h}) \cosh[D_y(h + \bar{h})]} \quad (A.10) \]

\[ M = -\frac{\text{Re} \, \frac{d\tilde{P}}{d\gamma} \sqrt{\frac{2}{w}} \, (-1)^{l}}{s \tilde{d} \, d\bar{x} \sqrt{\frac{2}{w}} \, (-1)^{l}} \]

\[ \times \left\{ \frac{1}{2E_3 \beta_3 \cosh(E_3 \bar{h})} + \frac{1}{2D_{ij} \cosh(E_3 \bar{h})} + \frac{1}{\beta_2 E_2 \cosh(E_2 \bar{h})} \right\} \]

\[ + \frac{\text{Re} \, \frac{d\tilde{P}}{d\gamma} \sqrt{\frac{2}{w}} \, (-1)^{l}}{s \tilde{d} \, d\bar{x} \sqrt{\frac{2}{w}} \, (-1)^{l}} \left\{ \frac{\cosh(D_y \bar{h})}{2E_3 \beta_3 \cosh(E_3 \bar{h}) \cosh[E_3(h + \bar{h})]} \right\} \]

\[ N = -\frac{\sinh(E_3 \bar{h})}{2 \cosh(E_2 \bar{h}) \cosh[E_3(h + \bar{h})]} \quad (A.12) \]

\[ O = \frac{\text{Re} \, \frac{d\tilde{P}}{d\gamma} \sqrt{\frac{2}{w}} \, (-1)^{l}}{s \tilde{d} \, d\bar{x} \sqrt{\frac{2}{w}} \, (-1)^{l}} \]

\[ \times \left\{ \frac{\cosh(E_3 \bar{h})}{2E_3 \beta_3 \sinh(E_3 \bar{h}) \cosh[E_3(h + \bar{h})]} + \frac{1}{2D_{ij} \sinh(E_2 \bar{h})} \right\} \quad (A.13) \]

\[ -\frac{\text{Re} \, \frac{d\tilde{P}}{d\gamma} \sqrt{\frac{2}{w}} \, (-1)^{l}}{s \tilde{d} \, d\bar{x} \sqrt{\frac{2}{w}} \, (-1)^{l}} \left\{ \frac{\cosh(D_y \bar{h})}{2D_{ij} \sinh(E_3 \bar{h}) \cosh[D_y(h + \bar{h})]} + \frac{1}{2E_3 \beta_3 \sinh(E_3 \bar{h})} \right\} \]

\[ P = -\frac{\sinh(E_3 \bar{h})}{2 \sinh(E_2 \bar{h}) \cosh[E_3(h + \bar{h})]} \quad (A.14) \]

\[ Q = -\frac{\sinh(D_y \bar{h})}{2 \cosh(E_2 \bar{h}) \cosh[D_y(h + \bar{h})]} \quad (A.15) \]
\[ R = -\frac{\sinh(D_1 \tilde{h}_1)}{2 \sinh(E_2 \tilde{h}) \cosh[D_1 (h_1 + h)]]} \]  
(A.16)

\[ S = \frac{\sinh(D_1 \tilde{h}_1) \sinh(E_2 \tilde{h})}{\cosh[D_1 (h_1 + h)]]} + \frac{D_1 \cosh(D_1 \tilde{h}_1) \cosh(E_2 \tilde{h})}{\beta E_2 \cosh[D_1 (h_1 + h)]]} \]  
(A.17)

\[ T = \frac{\text{Re}}{s_2 D_2} \frac{d}{dx} \sqrt{\frac{2}{w}} \left\{ \frac{\cosh(D_1 \tilde{h}) \sinh(E_2 \tilde{h})}{\cosh D_1 (h_1 + h)]} \right\} \left\{ \frac{\sinh(E_2 \tilde{h})}{\cosh(E_2 \tilde{h})} \right\} \]  
(A.18)

\[ U = \frac{1}{E_2} \frac{\text{Re}}{\lambda s \tilde{h}_1 E_2} \frac{d}{dx} \sqrt{\frac{2}{w}} \left\{ (-1)^j \frac{\sinh(E_3 \tilde{h}) \cosh(E_2 \tilde{h})}{\cosh[\xi_3 (h_3 + \tilde{h})]} \right\} \]  
(A.19)

\[ \phi_{ij}(\tilde{y}, s) = \sqrt{\frac{w}{2}} \pi \sinh[B_j \tilde{h}_1] \]  
(A.20)

\[ \sum_{p=1}^{\infty} \frac{2 \times \text{Re} \times G_{v1} \times \tilde{\zeta}_2 \times \tilde{\zeta}_3}{p \pi s (\lambda_p^2 + \lambda_j^2)} \left\{ (-1)^{p-1} \right\} \]  
(A.21)

\[
\phi_{3y}(\bar{y}, s) = \sum_{p=1}^{\infty} \frac{4\tilde{\omega}_2 (-1)^{j+1} \tilde{y}_j}{\pi \tilde{\omega}_1 A^2_{p3} + \tilde{y}_j^2} \left( \frac{\bar{y}}{h_{\tilde{y}}} \right)^2 \times \left\{ \frac{4 \text{Re} G_{3y} (-1)^{j+1}}{(2j-1)s \tilde{\omega}_3 \sinh(B_{j}h_{3})(B_{j}^2 - \tilde{y}_j^2 - s)} \right. \\
\times \left\{ \tilde{\xi}_{4} \sinh(B_{j}(\bar{y} - \tilde{y})) - \tilde{\xi}_{6} \sinh(B_{j}(\bar{y} - \tilde{y}_3 - \tilde{y})) \right\} \\
\times \left. \sin \left[ \frac{p}{h_{3}} \pi (\bar{y} - \tilde{y}) \right] \right\} + \sum_{j=1}^{\infty} \frac{4 \text{Re} G_{3y} (-1)^{j+1}}{(2j-1) s \tilde{\omega}_3 \sinh(B_{j}h_{3})(B_{j}^2 - \tilde{y}_j^2 - s)} \\
\times \left\{ \tilde{\xi}_{4} \sinh(B_{j}(\bar{y} - \tilde{y})) - \tilde{\xi}_{6} \sinh(B_{j}(\bar{y} - \tilde{y}_3 - \tilde{y})) \right\}
\]
\[\text{Q}_{1y}^j(s) = \sum_{j=0}^{\infty} \frac{2 \sin(\lambda_j \bar{y})}{\lambda_j} \left\{ \frac{1}{D_{1j}} \times \tanh(D_{1j}(\bar{h} + \bar{h}_1)) \times [\sinh(D_{1j}\bar{h}) \right. \\
- \sinh(D_{1j}(\bar{h} + \bar{h}_1))] + \frac{1}{D_{1j}} [\cosh(D_{1j}(\bar{h} + \bar{h}_1)) + \cosh(D_{1j}\bar{h})] \right\} b_{1j}^i \\
+ \sum_{j=0}^{\infty} \frac{2 \sin(\lambda_j \bar{y})}{\lambda_j} \left\{ \phi_{1j}(-\bar{h} - \bar{h}_1, s) - \phi_{1j}(-\bar{h}, s) \\
+ \frac{1}{D_{1j}} \phi_{1j}(-\bar{h} - \bar{h}_1, s) \times [\sinh(D_{1j}\bar{h}) - \sinh(D_{1j}(\bar{h} + \bar{h}_1))] \right\}
\]
\[\text{Q}_{2y}^j(s) = \sum_{j=0}^{\infty} \frac{2 \sin(\lambda_j \bar{y})}{\lambda_j} \frac{\text{Re} d\bar{P} d\bar{P}}{d\bar{x}} \left( \frac{1}{D_{1j}} \right) \times \left\{ \frac{\sinh(D_{1j}\bar{h}) - \sinh(D_{1j}(\bar{h} + \bar{h}_1))}{\cosh(D_{1j}(\bar{h}_1 + \bar{h}))} + \bar{h}_1 \right\} + \sum_{j=0}^{\infty} \frac{2 \sin(\lambda_j \bar{y})}{\lambda_j} \frac{\text{Re} d\bar{P} d\bar{P}}{d\bar{x}} \left( \frac{1}{D_{1j}} \right) \\
\times \left\{ \frac{\sinh(D_{1j}\bar{h}) - \sinh(D_{1j}(\bar{h} + \bar{h}_1))}{\cosh(D_{1j}(\bar{h}_1 + \bar{h}))} + \bar{h}_1 \right\} \times [\tanh(D_{1j}(\bar{h}_1 + \bar{h}))] [\sinh(D_{1j}\bar{h})] \\
- \sinh(D_{1j}(\bar{h} + \bar{h}_1))] + \frac{1}{D_{1j}} [\cosh(D_{1j}(\bar{h} + \bar{h}_1)) - \cosh(D_{1j}\bar{h})] b_{1j}^p 
\]
\[\text{Q}_{3y}^j(s) = 4 \sum_{j=0}^{\infty} \frac{a_{3j}^2 \sinh(E_{3j}\bar{h}) \sin(\lambda_j \bar{y})}{\lambda_j E_{2j}} 
\]
\[\text{Q}_{4y}^j(s) = 4 \sum_{j=0}^{\infty} \left[ a_{3j}^2 \sinh(E_{3j}\bar{h}) - \frac{1}{E_{2j}} \frac{\text{Re} d\bar{P} d\bar{P}}{d\bar{x}} \left( \frac{-1}{(2j-1)\pi} \right) \tilde{h} \frac{\sin(\lambda_j \bar{y})}{\lambda_j E_{2j}} \right] 
\]
\[\text{Q}_{5y}^j(s) = 2 \sum_{j=0}^{\infty} \left[ \frac{1}{E_{3j}} \{ - \tanh(E_{3j}(\bar{h} + \bar{h}_3)) [\sinh(E_{3j}(\bar{h} + \bar{h}_3)) - \sinh(E_{3j}\bar{h})] \\
+ \cosh(E_{3j}(\bar{h} + \bar{h}_3)) - \cosh(E_{3j}\bar{h}) \} b_{3j}^y + 2 \sum_{j=0}^{\infty} \frac{\sin(\lambda_j \bar{y})}{\lambda_j} \right] \\
\times \left\{ \phi_{3j}(\bar{h} + \bar{h}_3, s) - \phi_{3j}(\bar{h}, s) \right\} + \frac{\phi_{3j}(\bar{h} + \bar{h}_3, s)}{E_{3j} \cosh(E_{3j}(\bar{h} + \bar{h}_3))} \left[ \sinh(E_{3j}(\bar{h} + \bar{h}_3)) \\
- \sinh(E_{3j}\bar{h}) \right] \right\} 
\]
\[ Q_3^p(s) = 2 \sum_{j=0}^{\infty} \left\{ \frac{\sin(\lambda_j \bar{z})}{\lambda_j E_3} \frac{1}{\beta_3} \text{Re} \frac{d \bar{P}}{dx} \frac{4 \times (-1)^{j+1}}{(2j - 1) \pi} \right. \]
\[ \times \left\{ \frac{1}{E_3} \left( \frac{\sinh(E_3(h + \bar{h}_3)) - \sinh(E_3\bar{h})}{\cosh(E_3(h + \bar{h}))} - \bar{h}_3 \right) \right\} \]
\[ + \left\{ -\tanh(E_3(\bar{h}_3 + h)) \right\} \left[ \frac{\sinh(E_3(h + \bar{h}_3)) - \sinh(E_3\bar{h})}{\cosh(E_3(h + \bar{h}))} - \bar{h}_3 \right] \]
\[ + \left\{ \frac{\cosh(E_3(h + \bar{h}_3)) - \cosh(E_3\bar{h})}{\cosh(E_3(h + \bar{h}))} \right\} b_3^p \]
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Fig.1  Schematic of the phenomenon and coordinate system.

Fig.2  Schematic representation of the three-fluid electroosmotic stratified flow.

Fig.3  Potential distributions along the symmetrical line when $\bar{\xi}_3 = \bar{\xi}_6 = \bar{\xi}_{\text{wall}}$. Point A is within the EDL at $\bar{y} = 0.9925$; Point B is outside the EDL at $\bar{y} = 0.85$; Point C is in the non-conducting fluid region at $\bar{y} = 0.5$.

Fig.4  Time evolution of the three-fluid electroosmotic flow (a) $\bar{t}=1 \times 10^{-6}$; (b) $\bar{t}=1 \times 10^{-5}$; (c) $\bar{t}=1 \times 10^{-4}$; (d) $\bar{t}=1 \times 10^{-2}$ ($K = 130$, $E_{x1} = E_{x3} = 3000$ V/m, $d\bar{p}/d\bar{z} = 0$, $\alpha_1 = \alpha_2 = \alpha_3 = 1$, $\beta_1 = \beta_2 = \beta_3 = 1$, $\bar{\xi}_3 = \bar{\xi}_1 = \bar{\xi}_4 = \bar{\xi}_6 = \bar{\xi}_{\text{wall}}$).

Fig.5  Time evolution of the three-fluid electroosmotic flow (a) $\bar{t}=1 \times 10^{-6}$; (b) $\bar{t}=1 \times 10^{-5}$; (c) $\bar{t}=1 \times 10^{-4}$; (d) $\bar{t}=1 \times 10^{-2}$ ($K = 130$, $E_{x1} = E_{x3} = 3000$ V/m, $d\bar{p}/d\bar{z} = 0$, $\alpha_1 = \alpha_2 = \alpha_3 = 1$, $\beta_1 = \beta_2 = \beta_3 = 1$, $\bar{\xi}_3 = \bar{\xi}_6 = 0$).

Fig.6  Dimensionless steady state velocity distribution at the symmetric line for different values of dynamic viscosity ratio, $\beta_2 (E_{x1} = E_{x3} = 3000$ V/m, $d\bar{p}/d\bar{z} = 0$, $\beta_1 = \beta_3 = 1$).

Fig.7  Comparison of the velocity profile between transient model when $\bar{t} = 10^{-2}$ and the two-fluid experimental data [32] ($E_{x1} = E_{x3} = -40$ V/cm, $\beta_1 = 1$, $\beta_2 = 1.5$, $\beta_3 = 10^4$).

Fig.8  Time evolution of $\bar{u}^p$, $\bar{u}^E$ and $\bar{u}$. (a) $\bar{t}=10^{-6}$; (b) $\bar{t}=10^{-5}$; (c) steady state ($d\bar{p}/d\bar{z} = 50,000$, $E_{x1} = E_{x3} = 3000$ V/m, $\beta_1 = \beta_2 = \beta_3 = 1$, $\alpha_1 = \alpha_2 = \alpha_3 = 1$, $\bar{\xi}_3 = \bar{\xi}_6 = \bar{\xi}_{\text{wall}}$).

Fig.9  Time evolution of $\bar{u}^p$, $\bar{u}^E$ and $\bar{u}$. (a) $\bar{t}=10^{-6}$; (b) $\bar{t}=10^{-5}$; (c) steady state ($d\bar{p}/d\bar{z} = 50,000$, $E_{x1} = E_{x3} = 3000$ V/m, $\beta_1 = \beta_2 = \beta_3 = 1$, $\alpha_1 = \alpha_2 = \alpha_3 = 1$, $\bar{\xi}_3 = \bar{\xi}_6 = 0$).

Fig.10  Time-dependent velocity, $\bar{u}^E$ and $\bar{u}^p$ (a) Within the EDL region (point A of Fig. 3); (b) outside the EDL region of conducting fluid 1 (point B of Fig. 3); (c) within the region of non-conducting fluid 2 (point C of Fig. 3).

Fig.11  Dimensionless volumetric flow rates for different parameters ($E_{x1} = E_{x3} = 3000$ V/m, $d\bar{p}/d\bar{z} = 0$, $K = 130$).

Fig.12  Dimensionless volumetric flow rates under the effect of electroosmosis and pressure gradient ($\beta_1 = \beta_2 = \beta_3 = 1$, $\alpha_1 = \alpha_2 = \alpha_3 = 1$, $\bar{\xi}_3 = \bar{\xi}_6 = \bar{\xi}_{\text{wall}}$).
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