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Measuring buried, undercut microstructures is a challenging task in metrology. These structures are usually characterized by measuring their cross sections after physically cutting the samples. This method is destructive and the obtained information is incomplete. The distortion due to cutting also affects the measurement accuracy. In this paper, we first apply the laser fluorescent confocal microscopy and intensity differentiation algorithm to obtain the complete three-dimensional profile of the buried, undercut structures in microfluidic devices, which are made by the soft lithography technique and bonded by the oxygen plasma method. The impact of material wettability and the refractive index (n) mismatch among the liquid, samples, cover layer, and objective on the measurement accuracy are experimentally investigated. © 2009 Optical Society of America
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1. Introduction

In metrology, characterizing the undercut microstructures in three dimensions is a challenging measurement task. The characterization process becomes more challenging if the structure is buried. Recently, microfluidic devices have gained more and more attention due to their promising applications in biology [1], optics [2], and many other areas [3]. In the production of such devices, microstructures may become undercut and some defects may occur on the steep sidewalls if the process is not properly controlled, especially when the production involves the photolithography technique of thick-film resists [4–11]. As a microfluidic device must be bonded to a cover layer, the microstructures are naturally buried and their geometry may be further deformed during bonding [12–15]. On the one hand, it is important to characterize such structures to fully understand the manufacturing process for process control. On the other hand, the exact measurement of the buried microstructures is helpful to explain and understand many physical phenomena of microfluid in a deterministic way [16–21]. For example, the distortion of the microchannel’s cross section may change the flow condition or even block the flow [21].

To characterize such buried microstructures, optical microscopy [4,12,13,22] or scanning electron microscopy (SEM) [6,7,9,10,14,15,23–25] is often used after physically cutting the device to expose a cross section. The critical dimensional (CD) SEM [26–28]
and CD atomic force microscope (AFM) \[29–33\] are also popular for nondestructive three-dimensional (3D) measurements when the structures are open. In addition, some special techniques are applied for some special undercut, open structures, such as scatterometry for periodic grating structures \[5,34,35\], 3D laser vision systems based on the optical triangulation principle for protruding features \[36\], laser-based photothermal imaging systems for gold coating samples \[37\], the optical microscopic image combing chromatic waveguide model for qualitative characterization of the undercut structures \[38\], the sensing method of measuring the resistance change of embedded N-doped silicon resistors \[39\], or the alpha particle energy loss method \[40\]. Unfortunately, most of the above technologies are not capable of measuring buried, polymeric, nonperiodic microfluidic devices that do not have alpha particles or embedded silicon resistors. The only applicable method is the cross-sectional imaging method with optical microscopy or SEM \[4,6,7,9,10,12–15,22,25\]. Although x-ray computed tomography \[41\] and ultrasonic imaging \[42,43\] have been applied to inspect internal structures in the plastics industry or the semiconductor industry, their poor measurement accuracy limits their wide applications for microfluidic devices.

Laser fluorescent confocal microscopy was found to calculate the volume and surface area \[44\] or to obtain the surface profile \[45\] from the 3D volume fluorescent image by using the fixed intensity threshold algorithm. However, this algorithm was proved as unreliable for obtaining accurate results \[46\]. Guilak \[44\] also acknowledged that the changes in intensity threshold significantly altered the absolute values obtained, which contradicts with the common knowledge that the volume or area of an object should not be determined by the threshold algorithm in software. In fact, the adaptive intensity threshold has to be applied to extract an accurate result, as discussed in our previous work \[46\]. Exactly speaking, the profiled surface is at positions of maximum intensity variation. By applying the intensity differentiation algorithm with an in-house developed topography software, the positions with maximum intensity variations were found. Challenging features, such as steep sidewalls, were successfully obtained with submicrometer measurement accuracy and repeatability. The possibility of measuring the buried, undercut structures was also discussed in our previous paper. However, due to the lack of practical undercut samples, no meaningful results were obtained.

Because of the lack of small features in the range of micrometers or less, the impact of a material’s wettableness on the measurement results, which is the main concern for this liquid-assisted technology, was not investigated. In this paper, we adopt for the first time this technology to obtain the complete 3D profile of a buried, undercut microfluidic device, i.e., a micronozzle chip. The production process of the device is briefly introduced in Section 2. The profile extraction process is discussed in Section 3. Section 4 covers the measurement accuracy analysis. The influence of the material’s wettableness and the refractive index mismatch \((n\text{-mismatch})\) among the fluorescent liquid, the sample, the cover layer, and the objective are discussed. Finally, in Section 5, the main findings of this paper are presented.

2. Device Fabrications

The micronozzle device, as shown in Fig. 1 \[20\], was fabricated in polydimethylsiloxane (PDMS, Sylgard 184, Dow Corning) using the soft lithography technique. The photo mask was designed with AutoCAD and printed on a 12.7 cm × 12.7 cm plastic transparency film using a laser printing system with a resolution of 8000 dpi. SU-8 2050 resist was spun coated on a clean 10 cm silicon wafer. The required channel height is 50 µm, and width is 150 µm for the region between the water port and the pressure port, as highlighted by the dashed circle in Fig. 1. A soft-bake process was needed to harden the SU-8 layer. UV exposure was carried out with the transparency mask for 35 s. After being developed in isopropanol and dried, the negative mold of the channel is left on the wafer. The mixture of PDMS and curing agent was then poured over the fabricated mold. After curing, the PDMS part was peeled off from the mold. Six ports with 0.5 mm diameter were punched with a puncher from the bottom surface on which the channels were printed. The patterned PDMS surface and one piece of glass slide were treated for 30 s at 100 W power with oxygen plasma. Then two of them were immediately brought in contact. To strengthen the bonding quality, the sample was placed into an oven for 15 min at 80 °C. The heat treatment also ensured the hydrophobic recovery of the PDMS surface, which was essential for the formation of water-in-oil droplets \[19\]. To observe its general geometry,
another open chip peeled from the same mold was physically cut. The cross-sectional image at the circled region in Fig. 1 is shown in Fig. 2. Evidently, the channel becomes undercut, and the actual depth is more than the expected value of 50 μm. In this paper, we will not analyze why such an irregular shape is made or why the depth deviation is so great, but will focus on how to characterize such geometry without the need for physical cutting as accurately as possible.

3. Device Characterization

To nondestructively obtain the complete profile of the bonded micronozzle chip, deionized (DI) water mixed with fluorescent dye (Fluorescein disodium salt C₂₀H₁₄Na₂O₅, Acid Yellow 73 or composite index 45350) was filled into the chip by injecting the liquid from the inlet with a syringe. The sample was then placed on a laser fluorescent confocal microscope (Zeiss LSM510) and scanned layer by layer. The objective in use was Plan-Apochromat 63×/1.4 oil differential index contrast (nₐi = 1.5163).

Before the scanning process, the contrast of the fluorescent image and the image offset were carefully adjusted so that the interface between the measured sample and the liquid was evident. Ideally, the background signal is slightly greater than zero, and the maximum signal around the interface is slightly less than the saturation value. If the microchannel is very deep, the fluorescent image at the deeper position will become dark, which may be caused by the light transmission ratio, optical aberrations, or the heterogeneous fluorescence density. In this case, the sample can be scanned for several periods at different depth ranges, and the image contrast and offset can be adjusted separately. Series of fluorescent images were obtained after the scanning process, one of which is shown in Fig. 3(a). The bright region is the fluorescent region, and the dark region is the measured sample. The interface between the sample and the fluorescent liquid is the surface to be profiled. The 3D volume image of the measured sample was reconstructed in the topography software written in MATLAB, where a 3D matrix represented the 3D volume image. The cross-sectional image of the chip directly from measurements is shown in Fig. 3(b). In this particular experiment, the sample was scanned for two periods, so there is an intensity step at a depth of about 80 μm. The geometry of the undercut channel becomes evident in Fig. 3(b). According to [46], the profiled surface is at the position where the gradient intensity is the maximum. The 3D matrix in the topography software was thus differentiated along the width direction to achieve the 3D profile of the two sidewalls. Figure 3(c) shows the differentiation image of Fig. 3(a). There are two evident lines. The lower brighter one represents the left sidewall, while the upper darker one represents the right sidewall. By finding the series of positive differentiation peak positions at each pixel in length in every image, the profile of the left sidewall was obtained in Fig. 4(a). The right sidewall profile was similarly obtained by finding the negative differentiation peak positions, as shown in Fig. 4(b). The pseudocolor in the profile represents the width value. During the profile extraction, a variety of denoising algorithms have to be applied, as the extracted profile is quite sensitive to the signal-to-noise ratio of the 3D volume image [46].

1. Smoothing the 3D intensity matrix, because there is evident intensity jump inside the fluorescent region. To avoid the measurement error due to the intensity jump, the digital filter has to be applied. The Gaussian filter is applied because it can preserve edges better than a similarly sized mean filter [47].

2. Setting two suitable intensity thresholds in the intensity matrix. One represents the intensity value inside the fluorescent region, and the other represents the value inside the measured sample. Only the values between these two thresholds remain in the intensity matrix, and these values represent the dataset around the profiled surface.

3. Setting a differentiation threshold, normally zero, in the differentiation matrix. For example, when measuring the right sidewall (the upper wall in Fig. 3(c)), the differentiation peak value must be negative. All the differentiation data greater than zero were removed from the dataset.

4. Filtering out the noise in the end profile with the median filter, because the noise in the geometry profile is often impulse-typed after removing so many data with algorithms 2 and 3. The median filter can keep the geometry edge better than the mean filter for such noise [47,48].

In the above algorithms, the threshold zero in 3 is always correct while measuring a certain wall. The window sizes of 3 × 3 × 3 for the Gaussian filter in 1 and 3 × 3 for the median filter in 4 are often enough to achieve a smoother profile without losing the geometric details. The determination of the intensity thresholds in 2 is slightly complicated. According to the profile extraction principle, only the dataset...
around the differentiation peaks is useful. The thresholds have to meet two requirements: (i) they must not filter out the data around the differentiation peaks; (ii) the thresholds should filter out the noninterface data as much as possible to effectively decrease the profile noise. As the intensity values in the fluorescent images vary with depth, estimating the two thresholds with only one image does not suit to the 3D volume image. In practice, the cross-sectional differentiation images in the $x$–$z$ plane before and after intensity filtering are compared frequently to find the optimum thresholds. With the above process, the 3D top and bottom profiles of the channel were also obtained by doing differentiation along the depth direction, as shown in Figs. 4(c) and 4(d). The color in the profile represents the depth value. Figures 4(a) and 4(b) show that there are rich scratches on the sidewalls. The sidewall geometry variation close to the channel bottom is much more evident than in the other regions. The channel top and the channel bottom are slightly tilted as shown in Figs. 4(c) and 4(d), which will result in the variation of the cross-sectional area along the channel length. The profile quality at the circled regions in Figs. 4(c) and 4(d) is not very good, as is to be discussed in Section 4. The cross-sectional profile along the dashed line is shown in Fig. 4(e). The distance between the channel top and the channel bottom is 107 $\mu$m. The widths of the channel top and the channel bottom are 149 and 177 $\mu$m, respectively.

4. Measurement Accuracy Analysis

In the measurements, the refractive indices of the cover layer, the sample, the fluorescent liquid, and the immersion medium of the objective are different. In the production of microfluidic devices, the cover layer is often a polymeric material whose thickness and refractive index deviate from the standard parameters of a glass coverslide. If the device is thermally bonded, serious birefringence often occurs in the cover. The $n$-mismatch inside the measured region will affect the measurement accuracy. As the liquid assists in finding the sidewall information in this technique, the wettability of the material will affect the measurement accuracy, especially when the channel has small defects and sharp corners. This section will experimentally investigate how these two factors affect the measurement accuracy.

---

Fig. 3. (Color online) Fluorescent image directly obtained from the laser confocal microscope. (a) Plan view, (b) cross-sectional image, (c) differentiation image of (a). The insets are the enlargement at the region marked with a dashed-dotted square in the respective diagrams. The pseudocolor is displayed for easy observation. (d) Profile of the inset of (c).
A. Influence of Refractive Index Mismatch on Measurement Accuracy

The three most evident effects of the $n$-mismatch are (i) the channel depth is elongated when the light transmits from an optically loose medium to the optically dense medium, or is compressed in the opposite case [49–54]; (ii) the fluorescent image will become darker and the axial resolution will become lower due to the broadening of the point spread function (PSF) [49,52–56]; (iii) the fluorescent image will become blurred when there is serious birefringence inside the cover layer.

Fig. 4. (Color online) Three-dimensional profiles of the four walls of the buried channel. (a) Left, (b) right, (c) top, and (d) bottom. Their positions are defined in Fig. 3(b). (e) Cross-sectional profile along the dashed line in (a)–(d). The inset is the enlargement of the right top corner as outlined by the dashed-dotted square.
The effect of the $n$-mismatch between two different media with refractive indices $n_1$ and $n_2$ in the axial direction has been systematically investigated either by wave optics or geometrical optics [49–58]. The conclusions in the investigation are suitable for measuring the channel depth if the cover layer is a piece of standard coverslide. In general, if we denote the ratio between the actual channel depth (ACD) and the direct channel depth (DCD) as the axial scaling factor (ASF), the ASF is not the same as the paraxial estimate: $n_2/n_1$ when the light transmits from the medium with $n_1$ to the medium with $n_2$. Despite that there are some slight discrepancies among different simulation models, the possible factors that may affect the ASF value are summarized as the refractive indices of media [49–56], the direct channel depth [52,54], the numerical aperture of the objective [50,52], the pinhole size [54], and the magnification [54]. The other factors, e.g., the wavelength [57], state of polarization [52], and focal length [58], have no evident relationship with the ASF, as we also simulated with the geometrical optics model independently and achieved the same conclusions. The ASF is slightly greater than the paraxial estimate when $n_1 < n_2$, and slightly less than the paraxial estimate when $n_1 > n_2$ [49,50,52,54]. As the cover layer in microfluidic devices is often made with thick polymeric material, such as polymethyl methacrylate (PMMA) or PDMS, additional optical aberrations caused by the cover layer may cause more ASF deviation from the paraxial estimate, more PSF broadening, and may even make the ASF polarization sensitive. From the above briefly summary, it can be seen that the depth recovery depends on many factors, and the paraxial estimate may not be accurate enough. In experiments, we obtained the ASF value by measuring an open channel with this system and an optical 3D profiler (Veeco NT3000). Before measuring the open channel with this system, some fluorescent liquid was dripped onto the open channel and a piece of cover layer identical to that for the buried chip covered the open channel. The channel depth obtained from the 3D profiler was regarded as the real depth. The depth ratio from the two measurements was regarded as the ASF in experiments. The buried channel was then measured under the same measurement conditions: the fluorescent liquid, objective (numerical aperture and magnification 1), zoom lens (magnification 2), pinhole size, and laser source (polarization). The depth of the buried channel in Fig. 3 was obtained by multiplying the direct depth by the experimental ASF value of 0.97 for the oil-immersion objective. The width value was directly read out from the profile and its accuracy was limited by the pixel size of the detector. Although this ASF determination method is quite straightforward, its measurement accuracy is affected by the geometry quality of the open channel and the wettability of material (as is to be discussed in Subsection 4.B). If the measurement accuracy requirement for the buried channel is in the range of submicrometers, the depth variation of the open channel for the ASF determination should be, at most, in the range of several tens of nanometers. As the ASF keeps constant with a 50% object-size variation [53], some height standard whose depth deviates less than 50% from the expected channel depth could be used for the ASF determination. To avoid the influence of the material’s wettability, the standard is better made by highly hydrophilic material, such as metals, glasses, or ceramics [59]. Although the depth recovering is complicated, it is not necessary for production control in most cases. In production environments, the relative comparison between samples is much more important. Therefore, the repeatability requirement for the measurement system is stricter. For this system, the measurement repeatability can achieve submicrometers [46]. If the depth needs to be coarsely estimated, the paraxial estimate is enough with a 4% measurement error [52]. We have measured a rectangular silicon step whose depth was $52.34 \pm 0.04 \mu m$ by the above oil-immersion objective with a mechanical scanning step of 0.38 $\mu m$. The liquid was di-methyl sulphoxide, and the Fluorescein was the “reference standard” F-1300 (Invitrogen, USA). The averaged direct depth from experiment was $54 \pm 0.44 \mu m$ over 50 measurements. After multiplying the refractive index ratio between the liquid ($n_2 = 1.4785$ [60]) and the oil ($n_1 = 1.5163$), the measured depth was $52.7 \pm 0.43 \mu m$. The accuracy was 0.4 $\mu m$, and the standard deviation was 0.43 $\mu m$; both were of the same order of magnitude of the mechanical scanning step.

The darker image caused by the PSF broadening is evident when measuring the deep or the undercut structures. This is because the optical aberrations are more serious under a thick liquid layer or a thick piece of sample layer. Conventionally, the image contrast varies along the depth. In order to extract the profile accurately, it is very critical to make the interface between the fluorescent liquid and the measured sample as evident as possible. Thus, it is necessary to adjust the image contrast and offset at different depths during mechanical scanning or to do additional data processing in software. A special issue should be noted, that the shadows of the real features or defects at the shallower positions can be captured at the deeper positions for the undercut structures. These shadows possibly appear in the profile and it may be wrongly judged as some defects. During the data analysis, the real defects and the feature shadows are to be discriminated according to their different characteristics. For example, there are two narrow lines at the channel bottom, as circled in Fig. 4(d). Their lateral positions are almost the same as those of the two top edges as shown in Fig. 4(e). When observing the fluorescent image at the channel bottom in the inset of Fig. 3(b), the image intensity at the two circled regions is much lower compared to their surroundings. The pseudocolor represents the intensity value in the inset. There is no evident boundary between the “defects” and their
surroundings, indicating that they are not the real defects but are the shadows of the two top edges. On the contrary, on the sidewall regions [the inset of Fig. 3(a)], the intensity variation at the sidewall is very evident and sharp, which indicates that the defects in the sidewall profile are not the shadows. As the shadows are the natural phenomenon in optics and they are often darker than their surroundings, it is easy to identify them in the profile.

To measure microfluidic devices bonded with a thick piece of polymeric material, a special objective designed for different cover thicknesses must be used. The optical objective used in our experiments is a LD-Achromat 40×/0.6 corr Ph2 (Zeiss, Germany). It is a dry objective. The presumed cover layer material is glass. Figure 5 shows the cross-sectional profile of a buried microchannel made by PMMA. The dashed and solid curves represent the channel top and the channel bottom, respectively. The inset is the raw fluorescent image. The sample was thermally bonded, and the cover layer thickness was about 1 mm. The birefringence of the cover layer can be observed by placing the layer between two pieces of polarizer to observe the polarization interference pattern. The extracted profile is rougher in this case. After removing the cover layer, and measuring the microchannel with a 3D profiler, we discovered that the measured sample is much smoother. The rougher profile is obtained because the one laser spot is divided into two spots due to the birefringence of the cover layer. The received signal is the mean value from a small volume. Despite the birefringence in this paragraph and the n-mismatch in the last paragraph, both of which lead to worse image quality, their effects are different. The mismatch in refractive index mainly results in spherical aberrations. The light deviating from the paraxial focusing depth is the large aperture light, which can be effectively depressed by using the pinhole [54]. So the image affected by n-mismatch is darker. The sharpness at the interface between the measured sample and the liquid is less affected. Instead, if there is birefringence in the cover layer, even the paraxial light cannot focus on a spot. The subsequent effect is that the interface becomes blurred, while the image contrast is less affected. Even though the profile is rougher in this case, one can still expect that the cross-sectional area should be close to that without birefringence because the area calculation exhibits the profile integration effects. If the more accurate dimensional parameters are needed, the mean filter with larger window size is additionally suggested to apply to the profile. The bold line in Fig. 5 is the averaged profile with a Wiener filter whose window size is 20 × 20.

Another experiment was conducted to measure deep undercut features. As the birefringence inside the cover layer can lead to the interface blurring, the interface at the sidewall may be also blur, because the refractive indices of the sample and the liquid are different. However, the measurement results in Fig. 3(b) show that the sidewall is quite sharp. To examine the sidewall quality for the deep undercut features, an edge of a piece of PDMS substrate was cut at an angle by a sharp blade. The cut device was then inversely placed in fluorescent liquid to simulate the undercut situation. Figure 6 shows its measurement results. The interface still is sharp and evident along the depth. This may be because the light transmitting through the sample has no evident contribution for the image at the interface, as it does not excite too much fluorescent light.

B. Influence of Material Wettability on Measurement Accuracy

As a liquid-assisted technology, the wettability of material plays an important role in measuring the small features, defects or sharp corners. If the liquid is filled into the rough microchannels or in the channels with small grooves, such as defects, there lies “competition” between complete liquid penetration into the rough grooves and entrapment of air bubbles inside the grooves underneath the liquid. The former is the homogeneous wetting regime, while the latter is the heterogeneous wetting regime [61]. In experiments, this phenomenon can be well observed when investigating the small defects on the sidewall. For example, the inset of Fig. 3(c) shows the enlargement of the lower sidewall marked with the dashed-dotted square. The pseudocolor represents the differentiation value. The pixel size of the image is 0.4 μm.
The maximum differentiation values at each pixel in length are not the same. For this technology, the differentiation peak value at the profiled surface is proportional to the fluorescence density inside the laser spot providing the system parameters, such as the spot size, intensity, and others, are the same during measurement [46]. The differentiation peak variation along the length indicates the fluorescence density is heterogeneous at the profiled surface. The circled region shows two evident differentiation peaks for each pixel in length. According to the liquid “competition” theory, the lower peak line (P1), at a width of about 24.5 μm, should represent the interface between the heterogeneous liquid and the measured sample. The higher tilted peak line (P2) should represent the interface where the liquid transits from the heterogeneous regime to the homogeneous regime. If the differentiation peaks at P2 happen to be greater than that at P1, the sample surface would be misjudged. The subsequent result would be that the depth of the small grooves is underestimated. In most cases, the obtained profile is noisy at the small regions. After applying the filter algorithms in the software, the information at these regions will be missing. Even though some information of the small regions may be missing and the defect distribution may be underestimated due to the material’s wettability, a part of small defects are possibly found in the profile for qualification analysis. Figure 3(d) is the geometry profile of the inset of Fig. 3(c). There is a small defect between 23.7 and 24.5 μm (two pixels) in the profile. By observing the same region in the inset of Fig. 3(c), it can be found that the differentiation value is greater than zero. This means some liquid penetrates into the small region of 0.8 μm. The measurements indicate the small features or defects with a size of 0.8 μm are possibly found with this technology.

The liquid heterogeneity will also affect the measurement accuracy of sharp corners. Figure 4(c) shows that the profile quality at the two top corners is not good. The inset of Fig. 4(e) shows the enlargement of the cross-sectional profile at the right top corner. The dotted curve and the solid curve, respectively, are the top profile and the sidewall profile obtained by doing differentiation along the depth direction and the width direction. The top profile looks like a triangle, while the sidewall profile appears undercut at this corner. This discrepancy can be well explained with the material’s wettability. As the corner is concave, there is air at this region. The fluorescent liquid will become heterogeneous. There possibly are two evident interfaces at the corner according to the discussion in last paragraph. In the experiment, the two interfaces became evident by doing differentiation along the depth, which formed the two edges of the small triangle in the top profile. As the intensity variation at the undercut interface was much more evident, as can be seen at the circled top corner in Fig. 3(b), the differentiation along the width direction just found the undercut interface.

With the common knowledge that the interface between the heterogeneous liquid and the measured sample is always deeper than the liquid regime transition interface, the outside edge of the small triangle is the more convincing surface profile. The “a” in Fig. 4(e) is less than 0.8 μm, indicating that the corner possibly becomes rounder when the corner space is about several micrometers for the hydrophobic PDMS material and the water. The experiments also showed that a varies with the channel size and the material’s wettability. To effectively remove away the measurement error caused by the material’s wettability, the measured sample is suggested to be placed in the environment with little or no air. Measuring the microchannel before the surface recovery of PDMS also helps to reduce the effect of wettability because the PDMS before recovery exhibits hydrophilic properties [62].

5. Conclusion

In the production of microfluidic devices, the geometry measurement of the buried microstructures is important either for making high-quality products or for understanding the fluid phenomena inside the devices. In this paper, the complete geometry of a bonded, undercut microfluidic device was successfully measured by laser fluorescent confocal microscopy and an intensity differentiation algorithm for what we believe is the first time. In general, for this liquid-assisted technology, it is critical to make the liquid completely contact with the profiled surface. The profile’s quality is sensitive to the signal-to-noise ratio in the raw fluorescent images and varied denoising algorithms have to be applied in the profile extraction process. As there is a “competition” between complete liquid penetration into the small regions and entrapment of air bubbles inside the small regions underneath the liquid, not all defects can be obtained in the profile and the corner’s sharpness may be underestimated. For the hydrophobic PDMS sample with a depth of 107 μm and a width of 150 μm, the experimental results showed that the 0.8 μm defects were possibly found, and the corner rounding size was several micrometers. The measurable defects and the corner roundness vary with the channel size and the material’s wettability. Because the high-spatial-frequency components in the profile are affected by the intensity fluctuation inside the fluorescent image, the wettability of the material, denoising algorithms in the software, and many other factors [46], the extracted surface roughness is not accurate. After filtering out the high-spatial-frequency components with a four-step denoising algorithm, the measurement accuracy of the profile is in the range of submicrometers. The homogeneous n-mismatch in the measured region mainly results in an elongated or a compressed depth value and a broadened PSF, i.e., lower image contrast and worse axial resolution. When measuring the undercut features, feature shadows possibly appear in the extracted profile. As the shadows have no evident interface with their
surroundings, they can be correctly identified during data analysis. Special consideration should be taken when the microchip is thermally bonded or bonded by similar methods, potentially resulting in birefringence inside the cover layer. In this case, the intensity variation around the profiled surface is less evident and the extracted profile is rougher. The fifth denoising algorithm, i.e., the mean filter with larger window size, must be applied to obtain the more accurate profile with the cost of lost of geometry details. The future work is to theoretically analyze the dependence of PSF broadening, polarization sensitivity, and the measurement accuracy of cross-sectional areas of the buried structures on the birefringence, thickness, and refractive index of polymeric cover material when using the dry objective. According to the analysis results, the optimum window size of the mean filter in the fifth denoising algorithm could be determined to ensure the measurement accuracy of channel depth to be in the range of submicrometers. The effects of the n-mismatch in the lateral direction, i.e., inside the image plane, on the measurement results also could be investigated in the future.
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