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ADVERTISEMENTS
Tuning the Kapitza resistance in pillared-graphene nanostructures
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The pillared-graphene architecture is a conceivable way of conjoining graphene nanoribbons and carbon nanotubes (CNTs) in nanoelectronics. Especially promising is its capability to dissipate thermal energy in thermal management applications. However, the thermal boundary resistance (Kapitza resistance) at the graphene nanoribbon-CNT interface is a phonon barricade and a bottleneck for efficacious heat extraction. Parallel to strain studies on thermal conductance, this work is a first report on the effects of mechanical strain on the interfacial phonon dynamics in the pillared-graphene nanostructure (PGN). Molecular dynamics simulations are employed to derive the changes in phononics as axial, torsional, and compound strains of various degrees are applied on the PGN. The pillar lattice structure behaves dissimilarly to the different types of strains. In-plane transverse optical mode softening as induced by torsional strain is more effective than LO softening (triggered by tension) in minimizing the thermal boundary resistance. Essentially, it is shown that there is a strong relationship between strained PGN pillar lattice structure, interfacial phononics, and thermal boundary resistance. © 2012 American Institute of Physics. [doi:10.1063/1.3676200]

I. INTRODUCTION

In recent years, the world observed a rapid downsizing of micro-/nano-electronics devices; for instance, from the 45-nm technology node in 2008, it progressed to the current (2011) 22-nm technology node.1 This reduction in device feature size allows more of these devices to be packed in a unit substrate area but inevitably raises the total amount of thermal energy generated. This thermal energy is only a byproduct of the integrated circuit. If thermal management is not efficient enough to extract waste energy away quickly, the device performance and lifetime2 will deteriorate. A few questions become apparent and exigent: are the current micro-/nano-electronics materials expedient heat sinks? Can we alter the topology of these materials so as to dissipate heat more efficaciously?

Silicon is the principal material in conventional semiconductor applications, mainly because (1) its oxide (silicon dioxide) is easily grown in a furnace and forms a good semiconductor–dielectric interface, and (2) unlike its chemical group neighbor germanium, it retains its semiconducting properties even at high temperatures. The measured thermal conductivity of monocrystalline silicon ranges from 100 to 300 W/m K (Refs. 3 and 4) and is comparable with that of metals such as aluminum5 and gold.6 As a material in semiconductor devices, silicon is adequate in its secondary role to dissipate waste energy. Nevertheless, with the increased heat generation in smaller devices, thermal energy is not directed away fast enough, and hence alternative materials with a higher thermal conductance have to be explored.

Carbon allotropes such as carbon nanotubes (CNTs) and graphene could provide the apposite solution to this challenging problem: the high phonon velocities in these materials stem from their stiff and strong carbon-carbon bonds, and their crystalline nature minimizes mode scattering and gives them a relatively large phonon mean free path. The coupling of both phonon properties allow phonons to travel fast and far before they collide. In other words, thermal energy is efficiently transported in carbon nanotubes and graphene, i.e., they have a high thermal conductivity. Experimental values fall in the range of 3000-5000 W/m K.7–12 Similarly, other ordered carbon allotropes, such as diamond and fullerene, have outstanding thermal properties.13–15 But are all of these allotropes appropriate materials in thermal management applications? Because the directional uniformity/isotropy of heat extraction relies on the topology and intermediate and long-range structure of the material, carbon nanotubes and graphene conduct heat energy anisotropically, whereas a bulk carbon material such as diamond is isotropically conductive. In this regard, anisotropically conductive materials have fewer dimensions to remove heat than isotropically conductive ones, and they therefore will not form an efficient heat sink. A simple way to artificially “metamorphose” these materials to an isotropic three-dimensional heat extraction system is to build a multi-level structure of CNT via “pillars” between large graphene sheets.16–18

The notion of a pillared-graphene nanostructure (PGN) is not novel. The first reported effort to construct this nanostructure was presented by Kondo et al.19 They presented a synthesis method that involved growing graphene multilayers (or graphite) on the ends of vertically aligned multiwalled carbon nanotubes via chemical vapor deposition. Notwithstanding the success of creating a three-dimensional carbon nanostructure, the presence of many layers of graphene is detrimental to its efficacy as a heat sink; out-of-plane phonon modes have much lower group velocities relative to modes of other orientations. These multilayers essentially nullify the superior thermal performance of the pillared-graphene architecture.
Dimitrakakis et al.\textsuperscript{18} then surveyed the hydrogen storage capability of such an architecture using a multiscale theoretical approach. With lithium cation dopants, a storage capacity of 41 g H\textsubscript{2}/l was calculated under ambient conditions, which is relatively close to the requirement of 45 g H\textsubscript{2}/l set by the U.S. Department of Energy. Varshney and coworkers\textsuperscript{16} reproduced these nanostructures via molecular dynamics simulations and computed their thermal conductivity. It is found that the interpillar distance and pillar length are critical factors that govern the extent of phonon scattering at the interface and thus the effective thermal conductivity in the nanostructure. In the same train of thought, we have studied the effects of intertube interaction on the thermal transport in PGNs. Through rigorous analyses of the three-phonon phonon scattering selection rules, the pairwise scattering of flexural modes is cogently demonstrated.\textsuperscript{20}

By proposing to use the pillared-graphene architecture as a heat sink, we have effectively set up a potential solution to the second problem put forth in the first paragraph: combining two materials with high intrinsic thermal and electrical conductivities in such a stacked manner increases the rate of dissipation of thermal energy. This architecture is particularly attractive because of the similar atomic composition of CNTs and graphene. Although these two materials contrast in terms of dimensionality, curvature of the structure, and edge effects, they are constituted by the same element (carbon) and are arranged in a honeycomb lattice structure. With this hexagonal structure, the materials have the same orbital hybridization (sp\textsuperscript{2}, other than at edges and defect regions). Despite the multitude of possibilities for how the atoms at a nanotube tip can be bonded with graphene atoms, the similar composition reduces the mismatching of lattice vibrational spectra and phonon properties such as velocities on both sides of the interface. Theoretically, this implies that the impact of the interfacial encumbrance is kept to a minimum. Phonons flowing from the nanotube into the graphene sheet/nanoribbon (or from graphene sheet to nanotube) face a low thermal barrier at the interface, and ergo a smaller thermal boundary resistance (TBR) (or Kapitza resistance) develops. Therefore, it is strongly believed that this architectural design is viable in thermal management applications.

\section{II. OBJECTIVES}

This work is a first study and account of how we can engineer interfacial vibrational properties in PGNs to reduce the thermal boundary resistance. Mechanical strain is introduced in the nanostructure in the axial, torsional, and axial-torsional orientations in order to alter the phonon dynamics at the interface and thereby modify the thermal boundary resistance. It is well understood that the intrinsic thermal conductance is dependent on the lattice strain.\textsuperscript{21–24} However, it is still unknown how strain will affect the interfacial phonons in PGNs. This paper aims to address this issue, as well as outline the relationship between each of the three aforementioned types of strain and thermal boundary resistance. Ultimately, we seek to find a systematic way to tune the thermal boundary resistance, which aids the advancement of thermal management and thermoelectric applications.

\section{III. SIMULATION DETAILS}

Molecular dynamics simulations were carried out in this study. We employed a 13.3 \AA\ \times 27.0 \AA\ \times 100.0 \AA\ simulation cell that contained 1108 atoms aligned in the pillared-graphene architecture. Out of these atoms, 2 sheets of 474 atoms were arranged in the graphene honeycomb structure to represent nanoribbons, and the rest (160 atoms) were ordered in the tubular CNT structure, with 16 atoms in each circumferential unit cell. To avoid coupling of the axial and torsional strain [known as axial-strain-induced torsion (AST)],\textsuperscript{25–28} the CNT is arranged in the armchair configuration.\textsuperscript{28} The carbon-carbon interactions were expressed by the Brenner potential.\textsuperscript{29} The velocity Verlet algorithm was adopted to predict the next positions and velocities, with a time step of 0.5 fs. Some 200 atoms around each graphene sheet were fixated and the dynamics restricted by an adiabatic approximation. Nosé-Hoover\textsuperscript{30,31} thermostats were used at the extreme ends of the system to create a temperature difference. Both hot and cold baths were bound to the two graphene sheets (exclusive of the fixed graphene atoms). The cold and hot thermostat temperatures were predefined as 290 K and 310 K, respectively, as the intent of this work is to study the phonon dynamics at room temperature. The interfacial atoms are attached by covalent bonds because (1) they are strong chemical bonds and will induce the weakest perturbation to phonon transport, and (2) for simplicity of simulations. Mechanical strain is applied to the nanotube pillar of the PGN by translating graphene atoms that are approximated adiabatically. (A) To induce an axial strain, the 200 adiabatic atoms are given a small positional shift in the axial direction for a certain number of time-steps [Fig. 1(a)]. (B) For a torsional strain, these atoms are made to rotate about their nanotube axis [Fig. 1(b)]. (C) A compound strain is a combination of the axial and torsional strains, with axial strain exerted before torsional strain. To calculate the thermal boundary resistance, the local instantaneous temperatures are defined and calculated from the atomic kinetic energy as

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig1.png}
\caption{(Color online) Schematic diagram of pillared-graphene hybrid nanostructure under (a) tensile strain and (b) torsional strain.}
\end{figure}
\[ T(z,t) = \frac{m}{3k_B} [v_x(z,t)^2 + v_y(z,t)^2 + v_z(z,t)^2], \]  

where \( k_B \) is the Boltzmann constant, \( m \) is the atomic mass, and the subscripts \( x, y, \) and \( z \) refer to the 3 orientations in the simulations.

**IV. RESULTS AND DISCUSSION**

**A. Axial strain**

The uniaxial strain is applied for a range of positive (tensile) and negative (compressive) values. As discussed in the preceding section, the graphene sheets are translated in order to induce uniaxial strain in the nanotube pillar. In this regard, the graphene sheets are not strained. The uniaxial strain is defined as

\[ \varepsilon = \frac{l - l_0}{l_0}, \]

where \( \varepsilon \) is the uniaxial strain, \( l \) is the length of the nanotube, and \( l_0 \) is the initial length of the nanotube. The velocity autocorrelation function is then computed from the time history of the velocity of the atoms. To extract vibrational information from the strained nanostructure, the local vibrational density of states (VDOS) is calculated by performing a Fourier-transform on the velocity autocorrelation function at a few atomic locations in the bulk nanotube.

We perform adjacent-averaging smoothing to superpose these features and give an approximate position of the \( G^+ \) peak [with both in-plane transverse optical (iTO) and longitudinal optical (LO) modes] \cite{32}. Because the PGN CNT pillar is strained axially, the longitudinal modes are predominantly affected by the perturbation. Figure 2 shows how the \( G^+ \) feature position (which corresponds to the LO mode) of the vibrational spectra at two bulk nanotube locations varies with the uniaxial strain exerted. Compressive and tensile strains have a different effect on the \( G^+ \) feature: compressive strain induces a slight amount of \( G^+ \) mode stiffening from \( \sim 1665 \text{ cm}^{-1} \) to \( \sim 1690 \text{ cm}^{-1} \) (an increase of about 2%) with a uniaxial strain of \(-0.2\), whereas tensile strain causes \( G^+ \) mode softening from \( \sim 1665 \text{ cm}^{-1} \) to \( \sim 1560 \text{ cm}^{-1} \) (a decrease of about 6%) with the same magnitude of uniaxial strain. This signifies that the \( G^+ \) feature in the PGN nanotube is more sensitive to tension than compression. A zeroed-in view of the figure in the negative range (inset) indicates that the \( G^+ \) feature position varies linearly with the magnitude of the compressive strain. On a similar note, a study on strained armchair carbon nanotubes (aCNTs) by Ren and coworkers \cite{33} shows that the sensitivity of the \( G^+ \) modes to both tensile and compressive strain is comparable. Wei et al. reported a set of behaviors in zigzag graphene nanoribbons (zGNRs) that closely parallels that of this work (i.e., compressive strain blue-shifts the \( G^+ \) feature); in contrast, the \( G^+ \) feature of armchair graphene nanoribbons (aGNRs) is impervious to compression. A comparison of these reports suggests that the \( G^+ \) features of PGN armchair CNT pillars, aCNTs, zGNRs, and aGNRs respond in different fashions to compressive strain, with the order of decreasing sensitivity to compression being aCNT, PGN armchair CNT pillar (and zGNR), and aGNR. From these results, it can be inferred that the LO mode is softened by tension and stiffened by compression.

The interfacial vibrational density of states in the graphene sheet (or nanoribbon) and nanotube is computed at a range of uniaxial strain. Three sets of the VDOS (for strains of \(-0.17, 0, \) and \(0.17\), marked with circles in Fig. 2) are plotted in Fig. 3. The purpose of this calculation is to outline the trend of change of the interfacial VDOS in both graphene and nanotubes with uniaxial strain. Notably, with a compressive strain, the \( G^+ \) feature of the interfacial VDOS in both graphene and nanotubes blue-shifts, whereas the \( G^+ \) feature red-shifts with a tensile strain. In addition, the extent of the blue-shift is significantly less than that of the red-shift. This is consistent with the observation in Fig. 2, whereby the \( G^+ \) feature of bulk nanotube undergoes a similar shift. The coherent behavior of the \( G^- \) feature of nanotubes in bulk and at the interface suggests that mode stiffening and softening are not spatially localized in the nanotube, i.e., the stiffening (softening) is uniform with compression (tension) in the entire nanotube.

**FIG. 2.** (Color online) \( G^+ \) feature position at different uniaxial strains; inset shows the compressive regime.

**FIG. 3.** (Color online) Interfacial vibrational density of states at uniaxial strains of \(-0.17, 0, \) and \(0.17\).
The diffuse mismatch model\textsuperscript{35–41} and the subsequently improved flux-mediated diffuse mismatch model\textsuperscript{42} postulate that the thermal boundary resistance is a function of the matching of phonon density and velocity on both sides of the interface. To quantify the matching of the interface VDOS, the statistical parameter, the Pearson product-moment correlation coefficient, is used. It measures the correlation or linear dependence between two variables \(X\) and \(Y\) and ranges from +1 to −1 inclusive, with +1 referring to an exact direct linear relationship between \(X\) and \(Y\) and −1 indicating an exact inverse linear relationship. It is defined as the ratio of the covariance of the two variables to the product of their standard deviations,

\[
\rho_{X,Y} = \frac{\text{cov}(X, Y)}{\sigma_X \sigma_Y} = \frac{E[(X - \mu_X)(Y - \mu_Y)]}{\sigma_X \sigma_Y},
\]

where \(\text{cov}\) is the covariance, \(E\) is the mean, and \(\sigma\) is the standard deviation. As the uniaxial strain switches from the compressive to tensile regime, the Pearson coefficient increases and then levels off at around +0.7 when the strain is approximately 0.5 (Fig. 4). An increase of the strain beyond 0.5 does not improve the VDOS matching. Indubitably, the thermal boundary resistance is a determinant of both the VDOS and phonon velocity matching. Nevertheless, this statistical approach to figuring out how well the VDOSs resemble each other on both sides of the interface is a facile qualitative estimation of the thermal boundary resistance.

Indeed, the relationship of the thermal boundary resistance with strain closely mirrors the Pearson analysis (Fig. 5). Defining thermal boundary resistance as the ratio of the temperature drop at the interface to the thermal flux across it,

\[
R_K = \frac{\Delta T}{J},
\]

where \(\Delta T\) is the temperature drop and \(J\) is the thermal flux through a cross-sectional area per unit time.\textsuperscript{35} As the strain changes from compressive to tensile, the thermal boundary resistance decreases under compression before easing off to a more moderate rate under tension. Interestingly, when a large tensile strain of 0.5 is exerted on the nanotube, the TBR decreases by more than 30%. This apparently suggests that the application of axial strain is a practicable method for tuning the thermal boundary resistance in PGNs. Naturally, the effective thermal conductivity of the entire PGN is contingent on both the intrinsic thermal conductance of the nanotube and the graphene sheet and the TBR at the nanotube–graphene interface. This study on the effect of axial strain on the TBR is by no means exhaustive; it is beyond the scope of this work to report on the influence on the overall conductance. Rather, this work serves to analyze the potentiality and viability of a tuning technique of TBR.

B. Torsional strain

The graphene sheets are rotated about the nanotube axis to induce torsional strain in the nanotube. Therefore, only the nanotube is strained. Cognate to the analysis with axial strain, the vibrational density of states is calculated. Figure 6 presents the position of the G-peak as the torsional angle is varied. Due to the armchair configuration of the nanotube, axial strain is not coupled with torsion. Thus this twisting of the nanotube is purely torsional, and axial strain is absent. The slightly linear and upward trend of the G\textsuperscript{+} feature...
position with the torsional angle shows that the LO mode stiffens a little with increasing torsion. A salient observation from the plot is the extent to which the G\(^+\) peak shifts in position with respect to the amount of torsion applied. Compared to the shift with axial strain (Fig. 2), torsion is less effective in stiffening the LO mode. This indicates that although coupling between axial and torsional strain is absent in the armchair nanotube pillar, slight LO stiffening still occurs.

In the same figure (Fig. 6), the G\(^-\) feature position shifts leftward with increasing torsion. This iTO softening is comparatively stronger than that of the LO stiffening. As the dynamics of twisting is primarily in the circumferential direction, it is not surprising that the iTO mode is affected more than the LO mode.

Torsional strain distorts the lattice structure of the nanotube, but does it pull apart or shorten the bonds? In order to understand the nature of torsional strain and the correlation between the G-peak position and structural change, two sets of mean bond lengths (overall and circumferential) across the whole nanotube are computed (Fig. 7). The overall mean bond length refers to the average of all bond lengths in the nanotube, and the circumferential mean bond length is the average length of bonds in the circumferential direction. When the nanotube is twisted, both types of bond lengths increase, with the overall mean bond length being smaller than its counterpart. Apparently, as bonds in the circumferential direction lengthen, the bond strength weakens. As a result, the iTO mode softens (Fig. 6).

What is more remarkable is the response of the interfacial modes to the torsional strain of the nanotube. As it is twisted more, the thermal boundary resistance at the CNT-graphene interface first decreases to a minimum at a torsional angle of around 50\(^\circ\)/C14 before increasing (Fig. 8). This suggests that 50\(^\circ\)/C14 is approximately the optimal torsional angle, such that the interfacial modes are modified to achieve a minimal TBR. Compared to the change of TBR with axial strain (Fig. 5), the torsion-TBR plot does not have a large plateau where TBR is at a minimum. Interestingly, iTO softening induced by torsion appears to be more effectual in reducing the TBR in the PGN to less than 1 p KW\(^{-1}\) m\(^2\).

C. Compound strain

Seldom is the case wherein strain is a simplistic affair. In the process of fabricating the pillared-graphene nanostructure, imperfections in the structure might cause a coupling of axial and torsional strains. This coupling is slightly different from the aforementioned ASIT effect, (1) which occurs only in chiral nanotubes,\(^28,29\) and (2) with which either of the strains triggers the other type of strain. Therefore it is important to extend the investigation of the strain-TBR relationship beyond the scenarios presented in the two preceding sections.

Here compound strain is defined as a coupling of axial and torsional strain. If the nanotube pillar is strained both axially and torsionally, the combined effect of the mode stiffening or softening on thermal boundary resistance can be studied. Figure 9 is a comparison of the effects of axial strain (as shown in Fig. 5) and compound strain on the TBR. The compound strain is induced by first twisting the nanotube by 20\(^\circ\)/C14, after which the uniaxial strain is varied in order to calculate the TBR. The minimum point on the compound strain plot is approximately at zero uniaxial strain. In the compressive and tensile regime, TBR increases with uniaxial strain.
Palpably, the additional LO stiffening/softening is detrimental to the transport of thermal energy across the interface. The inclusion of the torsion (comparing axial and compound strains in Fig. 9) changes the response of interfacial modes to the axial strain, especially in the tensile regime, and not so much in the compressive regime.

V. CONCLUSION

Molecular dynamics simulations on strained pillar-graphene nanostructures have shown some intriguing results. The lattice structure of the nanotube pillar responds differently to axial and torsional strains and subsequently causes a predominantly LO or iTO mode shift for axial and torsional strains, respectively. Simulations at various atomic positions in the bulk nanotube and PGN interface show that the LO mode shift is uniform spatially in the nanotube as axial strain is applied. In contrast, for torsional strain, iTO softening is comparatively stronger than LO stiffening. A contrast between the strain-TBR plots for both types of strain cogently suggests that iTO softening is more effective than LO stiffening in minimizing the thermal boundary resistance. In addition, interfacial modes respond differently to an axial strain when torsion is coupled with the axial strain. Through this novel study, we enhance the understanding of the correlation between the structure and the topology of strained PGN pillars, the shift of iTO and LO modes, and thermal boundary resistance at the interface.
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