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Duadic Codes over $\mathbb{Z}_{2k}$
San Ling and Patrick Solé, Member, IEEE

Abstract—Duadic codes constitute a well-known family of binary cyclic codes. They are generalized in this correspondence to the setting of Abelian codes over the ring $\mathbb{Z}_{2k}$. Self-duality, isoduality, and Type II properties are studied.

Index Terms—Abelian codes, duadic codes, isodual, self-dual, splitting, Type II codes.

I. INTRODUCTION

There has been much interest and research in codes over finite rings, especially the ring $\mathbb{Z}_4$ of integers modulo 4, over recent years. Much research has been done on cyclic codes over such rings, self-duality, Type II property, links to the construction of unimodular lattices, etc., [11],[3],[2],[7]–[10],[16]–[18]. More recently, Langevin and Solé [14] introduced the notion of duadic $\mathbb{Z}_4$-codes and studied some properties of such codes. These codes generalize the class of unimodular quadratic residue codes over $\mathbb{Z}_4$ in the same way that duadic codes over fields generalize quadratic residue codes over fields.

In this correspondence, we extend the notion of duadic codes to the rings $\mathbb{Z}_{p^m}$ (p prime and m an integer) and $\mathbb{Z}_{2k}$ (k an integer), and study their properties as well as those of their augmented and extended codes.

The organization of the correspondence is as follows. After some recollection of definitions in Section II, we define duadic codes and generalized duadic codes over $\mathbb{Z}_{p^m}$ in Section III, and study the problem of self-duality and isoduality of such codes. In Section IV, we characterize the augmented and extended Abelian codes over $\mathbb{Z}_{p^m}$ that are self-dual or isodual by a multiplier and link them to the generalized duadic codes. In Section V, the self-dual augmented and extended Abelian codes over $\mathbb{Z}_{2^{2m}}$ which are of Type II are characterized. Finally, in Section VI, we define duadic codes and generalized duadic codes over $\mathbb{Z}_{2k}$ and prove some results on self-duality, isoduality, and Type II property of Abelian $\mathbb{Z}_{2k}$ codes. For completeness, an appendix containing some discussion on the Fourier transform is also included.

II. PRELIMINARIES

A code of length n over $\mathbb{Z}_r$ is simply a nonempty subset of $\mathbb{Z}_r^n$. A linear code C of length n over $\mathbb{Z}_r$ is an additive subgroup of $\mathbb{Z}_r^n$. In this correspondence, we consider only linear codes over $\mathbb{Z}_r$. An element of C is called a codeword of C. The Hamming weight $w_H(e)$ of a codeword $e$ is the number of nonzero coordinates. The (Euclidean) inner product $(e, e')$ of two elements $e = (c_1, c_2, \ldots, c_n)$ and $e' = (c'_1, c'_2, \ldots, c'_n)$ of $\mathbb{Z}_r^n$ is defined as

$$(e, e') = \sum_{i=1}^{n} c_i c'_i \mod r.$$ 

The dual code $C^\perp$ of C is defined as

$$C^\perp = \{x \in \mathbb{Z}_r^n \mid (x, e) = 0 \text{ for all } e \in C\}.$$ 

If $C \subseteq C^\perp$, we say that C is self-orthogonal. If $C \subset C^\perp$, then C is said to be self-dual.

When $r = 2k$ is even, such codes were first introduced and studied in [1] and subsequently in [8]. Two codes over $\mathbb{Z}_{2k}$ are said to be equivalent if one can be obtained from another by permuting the coordinates and, if necessary, changing the signs of certain coordinates. A code over $\mathbb{Z}_{2k}$ is said to be isodual if it is equivalent to its dual.

When $r = 2k$, the Euclidean weight $w_E(e)$ of a codeword $e = (c_1, c_2, \ldots, c_n)$ is defined to be

$$w_E(e) = \min_{i=1}^{n} \{c_i^2, (2k - c_i)^2\}.$$ 

A Type II code over $\mathbb{Z}_{2k}$ is a self-dual code over $\mathbb{Z}_{2k}$ in which all the Euclidean weights are multiples of 4k. A self-dual code over $\mathbb{Z}_{2k}$ that is not of Type II is said to be of Type I.

For any C over $\mathbb{Z}_r$ and $e \in \mathbb{Z}_r$, we define the extended code $C_e$ to be the code obtained by appending to each codeword $e$ the all-one vector and $\text{span}(\{e\})$ is the $\mathbb{Z}_r$-span of the vector $e$. The augmented code $C$ is defined to be

$$C = \{\langle e, (e, c_{\infty}, e) \rangle \mid e \in C, \lambda \in \mathbb{Z}_r\}.$$ 

It is obtained by first augmenting C and then extending the augmented code with the parity check corresponding to $e$.

III. DUADIC CODES

An Abelian code over $\mathbb{Z}_r$ is defined to be an ideal in the group ring $\mathbb{Z}_r[G]$, where G is a finite Abelian group whose order is prime to r. The elements of $\mathbb{Z}_r[G]$ may be written as formal polynomials $\sum_{g \in G} c_g X^g$, where $c_g \in \mathbb{Z}_r$. The group ring $\mathbb{Z}_r[G]$ equipped with the usual componentwise addition and convolution product.

Duadic codes were introduced and studied in [14]. We extend and generalize this notion in this section to the rings $\mathbb{Z}_{p^m}$, where p is any prime and m is any positive integer.

We first recall some definitions and results in [14]. Let $\text{GR}(p^m, d')$ be the unique Galois extension of $\mathbb{Z}_{p^m}$ of degree d'. Let $O_0, O_1, \ldots, O_r$ be the orbits of G (of order prime to p) under the map $x \mapsto px$ and let $d_i$ denote the size of $O_i$. Let $O_0 = \{0\}$, we see that $d_0 = 1$ and, therefore, that GR($p^m, d_0$) = $\mathbb{Z}_{p^m}$. Let $\sigma$ denote the permutation of $\{0, 1, \ldots, s\}$ induced by the map $x \mapsto -x$ on G. We then have the following facts (cf. [14, Theorem 5.1, Corollary 5.2, Theorem 7.3]).

**Theorem 3.1:**

1) There is a ring isomorphism between $\mathbb{Z}_{p^m}[G]$ and the product of rings $\mathbb{Z}_{p^m} \times \text{GR}(p^m, d_1) \times \cdots \times \text{GR}(p^m, d_r)$.
2) Every ideal of $\mathbb{Z}_{p^m}[G]$ can be expressed as $I_0 \times I_1 \times \cdots \times I_s$, where $I_i$ is one of the ideals (1) $(n)$ $(n^2)$ $(n^{m-1})$ $(0)$

$$I_i = \{0\} \times I_{i-1} \times \cdots \times I_1 \times \{0\},$$

where $0^n := (1, 1^n := (1)$ and for $1 \leq i \leq m - 1$, $p^i := (p^{m-i})$.

**Remark:** The isomorphism in Theorem 3.1, part 1) is obtained via the Fourier transform. The Fourier transform $\hat{e} = \sum_{g \in G} c_g X^g$ of a codeword $\sum_{g \in G} c_g X^g$ is defined in [14, Sec. 4]. Some elementary properties of the Fourier transform are also given there. Some further discussion on the Fourier transform is also included in the Appendix.
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We note in particular that, if \( h \in O_J \), then \( \hat{e}_h \in \text{GR}(p^m, \langle d_J \rangle) \). Moreover,

\[
\hat{e}_h = \sum_{a \in G} e_a \in I_0 \subseteq \mathbb{Z}_{p^m}
\]

for a codeword \( e \in I_0 \times I_1 \times \cdots \times I_s \). Therefore, the overall parity-check code of a codeword \( e \in e_{c_{c_{\infty}}^r} = e_\hat{e}_h \in I_0 \).

A splitting \((X, A, B)\) of the group \( G \) is a partition such that \( X, A, B \) are unions of orbits and \( \alpha(A) = B \) and \( \alpha(B) = A \), where \( \alpha \) is an automorphism of \( G \). In particular, \( 0 \in X \) and \( \alpha(X) = X \). Let \( \tau \) be the permutation on \( \{0, 1, \ldots, s\} \) induced by the map \( x \mapsto \alpha x \). In particular, when \( \alpha = -1 \), we have \( \tau = \sigma \).

For any ideal \( I = I_0 \times I_1 \times \cdots \times I_s \) of \( \mathbb{Z}_{p^m}[G] \), we call the ideal \( I^{\alpha} := \bigtimes_{\alpha} I \) under the multiplier \( \alpha \). It is the image of \( I \) under the isometry

\[
\sum c_x X^x \mapsto \sum \alpha c_x X^{\alpha x}
\]

where \( \alpha \) is an automorphism of \( G \) (see the Appendix). The ideal \( I \) is said to be isodual by the multiplier \( \alpha \) if \( I^{\alpha} = I \).

We define a duadic code over \( \mathbb{Z}_{p^m} \) attached to the splitting \((X, A, B)\) of \( G \) to be an ideal \( I_0 \times I_1 \times \cdots \times I_s \) of \( \mathbb{Z}_{p^m}[G] \) which satisfies the following: if \( O_j \subseteq A \cup B \), then \( I_j = (p^m j) \) if and only if \( \alpha_j = 0 \), and if \( O_j \subseteq X \), then \( I_j = (p^m j) \). Obviously, this means that duadic codes over \( \mathbb{Z}_{p^m} \) only exist if \( m \) is even. Note that when \( p^m = 4 \), this definition includes those duadic codes defined in [14]. When \( m \) is even, the ideal \( I_0 \times I_1 \times \cdots \times I_s \) with \( I_j = (p^m j) \), for all \( 0 \leq j \leq s \), is clearly self-dual. It is called the trivial self-dual ideal. It has been noted in [14, Proposition 7.5] that there is no nontrivial self-dual code in \( \mathbb{Z}_{2^m} \).

For any positive integer \( m \), a generalized duadic code over \( \mathbb{Z}_{p^m} \) is defined in the same way as a duadic code, except that the ideal \( I_0 \) is allowed to be any of the ideals \( (1, \langle p \rangle, \langle p^2 \rangle, \ldots, \langle p^m \rangle) \).

A. Self-Duality

In this section, we begin by characterizing the self-dual augmented and extended codes of generalized duadic codes over \( \mathbb{Z}_{p^m} \), where \( p \) is a prime. Then we show that any self-dual augmented and extended code of a generalized duadic code over \( \mathbb{Z}_{p^m} \) must, in fact, be the augmented and extended code of a generalized duadic code.

Let \((X, A, B)\) be a splitting of \( G \) given by \( \alpha = -1 \) and let \( C \) be a generalized duadic code attached to this splitting. We first study the augmented and extended code \( C^r \).

**Theorem 4.1:** Let \( G \) be an Abelian group of order \( n \), let \((X, A, B)\) be a splitting of \( G \) given by \( \alpha = -1 \), and let \( C \) be an attached generalized duadic code over \( \mathbb{Z}_{p^m} \). Then, for \( \epsilon \in \mathbb{Z}_{p^m} \), the code \( C_{\epsilon} \) is self-dual if and only if \( \epsilon n + 1 \equiv 0 \mod p^m \).

**Proof:** If \( C_{\epsilon} \) is self-dual, then by considering the inner product \((\langle 1, \langle \epsilon \rangle \rangle, \langle 1, \langle \epsilon \rangle \rangle) = 0 \), it follows that \( \epsilon^2 n + 1 \equiv 0 \mod p^m \).

Now we assume that \( \epsilon^2 n + 1 \equiv 0 \mod p^m \). We note first that \( C_{\epsilon} \) has exactly \( p^{m+1}/2 \) elements. We also note that the choice of the ideal \( I_0 \) is irrelevant when we consider the augmented and extended code.

Therefore, by Theorem 3.3, we may assume that \( C \) is self-orthogonal. For codewords \( \langle e, c_{\infty} \rangle \in C_{\epsilon} \), we have the following:

\[
\begin{align*}
\langle (1, \langle \epsilon \rangle) \rangle & = 0 \\
\langle (1, \langle \epsilon \rangle, c_{\infty} \rangle) \rangle & = 0 \\
\langle (1, \langle \epsilon \rangle, c_{\infty} \rangle, (1, \langle \epsilon \rangle) \rangle & = 0.
\end{align*}
\]

Equation (1) is true because \( C \) is self-orthogonal and \( c_{\infty} \in \langle \epsilon \rangle \in \langle p \rangle \) where \( i \geq m/2 \) (cf. Remark after Theorem 3.1); for (2), the left-hand side is equal to \( \langle \epsilon^2 n + 1 \rangle \sum c_{\epsilon} \), while for (3), the left-hand side is \( \langle \epsilon^2 n + 1 \rangle n \). Both give 0 because \( \epsilon^2 n + 1 \equiv 0 \mod p^m \).

By the \( \mathbb{Z}_{p^m} \)-linearity of the inner product, it therefore follows that \( C_{\epsilon} \) is self-orthogonal. By considering the cardinality of \( C_{\epsilon} \), it follows, therefore, that \( C_{\epsilon} \) is self-dual. This completes the proof of Theorem 4.1.

Now let \( C \) be an Abelian code in \( \mathbb{Z}_{p^m}[G] \) for some Abelian group \( G \) of order \( n \). Suppose that \( C_{\epsilon} \) is self-dual. We show the following.

**Theorem 4.2:** Let \( C \) be an Abelian code in \( \mathbb{Z}_{p^m}[G] \), for some Abelian group \( G \) of order \( n \), such that \( C_{\epsilon} \) is self-dual for some \( \epsilon \). Then \( \epsilon^2 n + 1 \equiv 0 \mod p^m \) and \( C \) is a generalized duadic code attached to a splitting \((X, A, B)\) of \( G \) given by \( \alpha = -1 \). In particular, when \( m \) is even, any self-dual augmented and extended Abelian code over \( \mathbb{Z}_{p^m} \) is the augmented and extended code of a duadic code attached to a splitting \((X, A, B)\) of \( G \) given by \( \alpha = -1 \).

**Proof:** Since \( (1, \langle \epsilon \rangle) \in C_{\epsilon} \), the self-duality of \( C_{\epsilon} \) implies that \( \epsilon^2 n + 1 \equiv 0 \mod p^m \).

Write \( C \) as \( I_0 \times I_1 \times \cdots \times I_s \) as before. Consider the orbits in \( G \setminus \{0\} \). Let \( X' \) denote the union of the orbits \( O_j \) where \( I_j = \langle p^m/2 \rangle \) (hence, \( X' \) is empty if \( m \) is odd); let \( A \) be the union of the orbits \( O_j \)
where $I_j = (p^i)$ with $i < m/2$; and let $B$ denote the union of orbits $O_j$ where $I_j \in (p^i)$ with $i > m/2$. It is clear that $C = C + \text{span}\{1\}$ is also an ideal in $\mathbb{Z}_p^{m}[G]$. In fact, it is $T_0 \times I_1 \times \cdots \times I_s$, where $T_0 = \{1\}$. Recall that $C^\perp$ is the ideal $I_{m(0)} \times \cdots \times I_{m(s)}$.

For $e \in C$ and $e' \in C^\perp$, recall that $e_{\infty,} = e_{\infty,} \in I_0$ and $e'_{\infty,} = e'_{\infty,} \in I_0$. Then we have

$$(\langle e, e_{\infty,} \rangle, \langle e', e'_{\infty,} \rangle) = 0.$$  

(4)

It is also easy to see that we have

$$(\langle 1, en \rangle, \langle e', e'_{\infty,} \rangle) = 0.$$  

(5)

Therefore, $(C^\perp, C_{\infty}) = (C_{\infty}, C^\perp)$, from which it follows that $C^\perp \subseteq C$. If $I_0 = (p^i)$, then the index $[C : C] = p^i$. Moreover, since $C^\perp \subseteq C$, by considering the cardinality of $C$ and $C^\perp$, it follows that the index $[C : C] = p^{m-i}$. This means in particular that $I_{m(j)} = I_j$ for all $1 \leq j \leq s$. This implies that $(X' \cup \{0\}, A, B)$ gives a splitting of $G$ with $\alpha = -1$ and $C$ is a generalized duadic code attached to this splitting.

The last statement of the theorem is obvious, since taking the augmentation of a code renders irrelevant what $I_0$ is.

This completes the proof of Theorem 4.2.

Remark: The flexibility in the choice of $I_0$ is useful later when we consider which self-dual extended and augmented Abelian codes over $\mathbb{Z}_m^r$ are of Type II when $p = 2$.

B. Isoduality

For $C$ an Abelian code in $\mathbb{Z}_m^r[G]$, a multiplier $\alpha$ acts on $C$ by permutation of the coordinates. In particular, the parity-check coordinate of a codeword $e$ is the same as that of its image $e^\alpha$ under the multiplier. We define the action of a multiplier $\alpha$ on the augmented and extended code $\overline{C}$, by the rule $(e, e_{\infty,}) \mapsto (e^\alpha, e_{\infty,})$. Therefore, $(\overline{C}, \overline{C}) = (\overline{C^\alpha}, \overline{C_{\alpha}})$, from which it follows that $\overline{C^\alpha} \subseteq \overline{C}$. If $I_0 = (p^i)$, then the index $[\overline{C} : \overline{C}] = p^i$. Moreover, since $\overline{C^\alpha} \subseteq \overline{C}$, by considering the cardinality of $\overline{C}$ and $\overline{C^\alpha}$, it follows that the index $[\overline{C} : \overline{C}] = p^{m-i}$. This means in particular that $I_{m(j)} = I_j$ for all $1 \leq j \leq s$. This implies that $(X' \cup \{0\}, A, B)$ gives a splitting of $G$ with $\alpha = -1$ and $C$ is a generalized duadic code attached to this splitting.

V. Type II Codes over $\mathbb{Z}_m^r$

We assume in this section that $p = 2$. Recall that a Type II code over $\mathbb{Z}_m^r$ is a self-dual code over $\mathbb{Z}_m^r$ in which all the Euclidean weights are multiples of $2^{m+1}$. The main result in this section is as follows.

Theorem 5.1: A self-dual augmented and extended Abelian code $\overline{C}$, over $\mathbb{Z}_m^r$ of length $n$ is of Type II if and only if

$$e^2 n + 1 \equiv 0 \mod 2^{m+1}.$$  

Before we prove Theorem 5.1, we begin with a couple of preliminary results. Recall that the inner product $\langle e, e' \rangle$ of two words in a given $\mathbb{Z}_m^r$-code is an element of $\mathbb{Z}_m^r$. By abuse of notation, we can also regard $\langle e, e' \rangle$ as one of the elements $0, 1, \ldots, 2^m - 1$ of $\mathbb{Z}_m^r$.

Lemma 5.2: For any two codewords $e$ and $e'$ in a given $\mathbb{Z}_m^r$-code, we have

$$w_E(e + e') \equiv w_E(e) + w_E(e') + 2\langle e, e' \rangle \mod 2^{m+1}. $$

Proof: It suffices to prove the lemma in the case where the length of $e$ and $e'$ is one. In this case, the lemma is easily verified to be true by considering all the possible values for $e$ and $e'$.

Proposition 5.3: Let $C$ be a generalized duadic $\mathbb{Z}_m^r$-code, with $I_0 = (0)$, attached to a splitting of $G$ with $\alpha = -1$. Then the Euclidean weights of all the codewords in $C$ are congruent to $0 \mod 2^{m+1}$.

Proof: Since $C$ is self-orthogonal by Theorem 3.3, $\langle e, e' \rangle \equiv 0 \mod 2^m$ for all $e, e' \in C$. Therefore, for all $e$ and $e'$ in $C$, we have from Lemma 5.2

$$w_E(e + e') \equiv w_E(e) + w_E(e') \mod 2^{m+1}. $$

This implies that the map

$$w_E: C \longrightarrow \mathbb{Z}_m^{r+1} $$

$$e \longmapsto w_E(e)$$

is a group homomorphism. The image of this homomorphism is in $2^m \mathbb{Z}_m^{r+1}$, since $C$ is self-orthogonal implies that

$$w_E(e) \equiv \langle e, e \rangle \equiv 0 \mod 2^m.$$  

It is also easy to see that the kernel $K$ of this map is an ideal in $\mathbb{Z}_m^r[G]$. Therefore, $K$ is an ideal contained in $C$ of index 1 or 2. Write $C$ as $I_0 \times I_1 \times \cdots \times I_s$, and write $K$ as $I_0' \times I_1' \times \cdots \times I_s'$, where $I_j' \subseteq I_j$ for all $0 \leq j \leq s$. Since the only orbit of $G$ of size 1 is the orbit $\{0\}$, this means that $I_j' = I_j$ for all $1 \leq j \leq s$ and $I_0'$ is of index 1 or 2 in $I_0$. However, $I_0 = (0)$ and hence cannot contain an ideal of index 2. Therefore, $K = C$, i.e., all the codewords in $C$ have Euclidean weights congruent to $0 \mod 2^{m+1}$. This proves the proposition.

We are now ready to prove Theorem 5.1.

Proof of Theorem 5.1: Since a self-dual augmented and extended Abelian $\mathbb{Z}_m^r$-code $\overline{C}$, contains $(1, en)$, the assumption that such a code is of Type II implies that $e^2 + 1 \equiv 0 \mod 2^{m+1}$. Conversely, suppose that $e^2 + 1 \equiv 0 \mod 2^{m+1}$. Let the given self-dual augmented and extended Abelian $\mathbb{Z}_m^r$-code be $\overline{C}$, such that $C$ is a generalized duadic code, attached to a splitting $(X, A, B)$ of the underlying group $G$ with $\alpha = -1$, and such that $I_0 = (0)$. We may make such an assumption on $C$ because of Theorem 4.2.
We need to show that all words of the form \((e, c_{\infty}, \lambda + \lambda(1, e_n))\) have Euclidean weights congruent to \(0 \mod 2^{m+1}\), where \(e \in C\) and \(c_{\infty} \in Z_{2m}\). By the choice of \(C\) above, \(c_{\infty} = 0\) for all \(e \in C\). We have
\[
\begin{align*}
w_C((e, 0) + \lambda(1, e_n)) &\equiv w_C((e, 0)) + w_C(\lambda(1, e_n)) + 2((e, 0), \lambda(1, e_n)) \\
&\equiv 0 \mod 2^{m+1}
\end{align*}
\]
since
\[
w_C((e, 0)) = w_C(e) \equiv 0 \mod 2^{m+1}
\]
by Proposition 5.3
\[
w_C(\lambda(1, e_n)) \equiv 0 \mod 2^{m+1}
\]
since \(e^2 + 1 \equiv 0 \mod 2^{m+1}\), and
\[
\langle (e, 0), \lambda(1, e_n) \rangle = \lambda \sum c_i \equiv 0 \mod 2^n.
\]
This completes the proof of Theorem 5.1.

VI. ABELIAN CODES OVER \(Z_{2k}\)

We return now to study Abelian codes over \(Z_{2k}\).

Let \(2k = p_1^{r_1} \cdots p_t^{r_t}\) be the prime power decomposition of \(2k\), where \(p_i = 2\) and the \(p_i, (2 \leq i \leq t)\) are distinct odd primes.

Recall that an Abelian code over \(Z_{2k}\) is an ideal in the group ring \(Z_{2k}[G]\) for some finite Abelian group \(G\) of order \(n\). By the Chinese Remainder Theorem
\[
Z_{2k} \cong \prod_{i=1}^{t} Z_{p_i^{r_i}}
\]
so a code \(C\) over \(Z_{2k}\) can be regarded as the (Chinese) product of codes \(C_i\), for \(1 \leq i \leq t\), where \(C_i\) is a code over \(Z_{p_i^{r_i}}\) [8]. The code \(C\) is self-dual over \(Z_{2k}\) if and only if each \(C_i\) is self-dual over \(Z_{p_i^{r_i}}\), for \(1 \leq i \leq t\) [8, Theorem 2.1]. Using the same notation for augmented and extended codes, it is easy to observe that \(C^*\) is the Chinese product of \((C_i)^*_S\), \((1 \leq i \leq t)\). An Abelian code \(C\) over \(Z_{2k}\) is the Chinese product of \(C_i\), where \(C_i\) is an Abelian code over \(Z_{p_i^{r_i}}\). It is clear that \(C\) is isodual by a multiplier \(\alpha\) if and only if each \(C_i\) (for \(1 \leq i \leq t\)) is isodual by \(\alpha\).

We say that \(C\) is a duadic code (resp., generalized duadic code) over \(Z_{2k}\) if and only if each \(C_i\) is a duadic code (resp., generalized duadic code) over \(Z_{p_i^{r_i}}\), for any \(\alpha\), an automorphism of \(G\), for \(1 \leq i \leq t\). By Section III, a duadic code over \(Z_{2k}\) exists only if \(2k\) is a perfect square. If \(\alpha_1 = \cdots = \alpha_t = \alpha\), we say that \(C\) is a duadic code (resp., generalized duadic code) with \(\alpha\).

Theorem 6.1:

1) Let \(C\) be a generalized duadic code over \(Z_{2k}\) with \(\alpha = -1\). If every \(C_i = I_{r_i, 0} \times I_{r_i, 1} \cdots \times I_{r_i, s}\) satisfies \(I_{r_i, 0} \equiv (p_i^{r_i})\) with \(c_i \geq m_i/2\), then \(C\) is self-orthogonal.

2) When \(2k\) is a perfect square, every duadic code over \(Z_{2k}\) with \(\alpha = -1\) is self-dual. Moreover, every self-dual Abelian code over \(Z_{2k}\) is a duadic code with \(\alpha = -1\).

3) Let \(C\) be a generalized duadic code over \(Z_{2k}\) with \(\alpha = -1\) of length \(n\). Then \(C^*\) is self-dual if and only if \(e^2 + 1 \equiv 0 \mod 2k\).

4) Let \(C\) be an Abelian code in \(Z_{2k}[G]\) for some Abelian group \(G\) of order \(n\) whose augmented and extended code \(C^*\) is self-dual. Then \(e^2 + 1 \equiv 0 \mod 2k\) and \(C\) is a generalized duadic code over \(Z_{2k}\) with \(\alpha = -1\). In particular, when \(2k\) is a perfect square, any self-dual augmented and extended Abelian code over \(Z_{2k}\) is the augmented and extended code of a duadic code over \(Z_{2k}\) with \(\alpha = -1\).

5) Let \(C\) be an Abelian code over \(Z_{2k}\) of length \(n\) such that \(C^*\) is self-dual. Then \(C^*\) is of Type II if and only if \(e^2 + 1 \equiv 0 \mod 4k\).

Proof: The statement of 1) is an immediate consequence of Theorem 3.3 and the easy observation that \(C\) is self-orthogonal if and only if every \(C_i\) is self-orthogonal.

When \(2k = p_1^{r_1} \cdots p_t^{r_t}\) is a perfect square, every \(m_i\) (\(1 \leq i \leq t\)) is even. Both statements of 2) then follow from Theorem 3.2 and the fact that \(C\) is self-dual if and only if each \(C_i\) is self-dual [8, Theorem 2.1].

Part 3) follows immediately from [8, Theorem 2.1] and Theorem 4.1, while part 4) is an easy consequence of [8, Theorem 2.1] and Theorem 4.2.

By [8, Theorem 2.3], a code \(C\) over \(Z_{2k}\) of Type II if and only if \(C^*\) is a Type II code over \(Z_{2m}\) and \(C^*\) is a self-dual code over \(Z_{2m}\), for each \(2 \leq i \leq t\). Using this result, as well as Theorems 4.1, 4.2, and 5.1, we obtain 5).

Remark: References [1, Corollary 3.3] and [8, Corollary 2.4] state that if there exists a Type II code of length \(n\) over \(Z_{2k}\), then \(n\) is a multiple of eight. Therefore, when \(k\) is odd, Theorem 6.1 5) can be refined to: \(C^*\) is of Type II if and only if \(e^2 + 1 \equiv 0 \mod 8k\).

Using Theorems 3.4, 4.3, and 4.4, we obtain the following theorem.

Theorem 6.2: Assume that \(\sigma\) is the identity for each \(p_i\).

1) Let \(C\) be a generalized duadic code over \(Z_{2k}\) with \(\alpha\). If every \(C_i = I_{r_i, 0} \times I_{r_i, 1} \cdots \times I_{r_i, s}\) satisfies \(I_{r_i, 0} \equiv (p_i^{r_i})\) with \(c_i \geq m_i/2\), then \(C^* \subseteq C^*\).

2) When \(2k\) is a perfect square, every duadic code over \(Z_{2k}\) with \(\alpha\) is isodual. Moreover, every Abelian code over \(Z_{2k}\) isodual by a multiplier \(\alpha\) is a duadic code with \(\alpha\).

3) Let \(C\) be a generalized duadic code over \(Z_{2k}\) with \(\alpha\) of length \(n\). Then \(C^*\) is isodual by a multiplier \(\alpha\) if and only if \(e^2 + 1 \equiv 0 \mod 2k\).

4) Let \(C\) be an Abelian code in \(Z_{2k}[G]\) for some Abelian group \(G\) of order \(n\) whose augmented and extended code \(C^*\) is isodual by a multiplier \(\alpha\). Then \(e^2 + 1 \equiv 0 \mod 2k\) and \(C\) is a generalized duadic code over \(Z_{2k}\) with \(\alpha\). In particular, when \(2k\) is a perfect square, any augmented and extended Abelian code over \(Z_{2k}\), that is isodual by a multiplier \(\alpha\) is the augmented and extended code of a duadic code over \(Z_{2k}\) with \(\alpha\).

VII. EXAMPLES OF CODES OVER \(Z_{2k}\) WITH SMALL LENGTHS

For a given integer \(n\), all the finite Abelian groups \(G\) of order \(n\) can be easily determined. For each of such groups, for a given prime \(p\) not dividing \(n\), the orbits of the map \(x \mapsto px\) can then be easily determined. Once this is done, it is routine to observe if the group admits a splitting \((X, A, B)\) with a given \(\alpha\). In the case where \(2k\) is not a perfect square, to construct generalized duadic codes, the additional requirement that \(X = \{0\}\) is needed.

A. When \(\alpha\) Is Not the Identity and \(\alpha = -1\)

For small \(k\), we investigate the existence of duadic codes and generalized duadic codes for \(n \leq 39\), \(n = 47\) and 71, as well as for the groups \(Z_3 \times Z_3 \times Z_5\) (\(n = 45\)), \(Z_7 \times Z_7\) (\(n = 49\)), and \(Z_9 \times Z_3 \times Z_7\) (\(n = 63\)). We only consider the cases for which \(\sigma\) is not the identity and \(\alpha\) may be taken to be \(-1\). The existence of such codes, as well as
**TABLE I**

**EXISTENCE OF (GENERALIZED) DUADIC CODES FOR SMALL $k$ AND $n$ ($\sigma$ IS NOT IDENTITY AND $\alpha = -1$) AND PROPERTIES OF THEIR AUGMENTED AND EXTENDED CODES**

<table>
<thead>
<tr>
<th>$k$</th>
<th>$n$</th>
<th>Remarks</th>
<th>Type II $C_e$</th>
<th>Type I $C_r$</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>7</td>
<td>QR</td>
<td>$\pm 1$</td>
<td>$\pm 1$</td>
<td>[4, 5, 9, 14, 16, 17]</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td></td>
<td></td>
<td>$\pm 1$</td>
<td>[9, 14, 17]</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>23</td>
<td>QR</td>
<td>$\pm 1$</td>
<td></td>
<td>[4, 5, 16, 17]</td>
</tr>
<tr>
<td>2</td>
<td>31</td>
<td>QR</td>
<td>$\pm 1$</td>
<td></td>
<td>[4, 5, 16, 17]</td>
</tr>
<tr>
<td>2</td>
<td>35</td>
<td></td>
<td>$\pm 1$</td>
<td></td>
<td>[17]</td>
</tr>
<tr>
<td>3</td>
<td>39</td>
<td></td>
<td>$\pm 1$</td>
<td></td>
<td>[17]</td>
</tr>
<tr>
<td>3</td>
<td>45</td>
<td>noncyclic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>47</td>
<td>QR</td>
<td>$\pm 1$</td>
<td></td>
<td>[4, 5]</td>
</tr>
<tr>
<td>2</td>
<td>49</td>
<td>noncyclic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>63</td>
<td>noncyclic</td>
<td>$\pm 1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>71</td>
<td>QR</td>
<td>$\pm 1$</td>
<td></td>
<td>[4, 5]</td>
</tr>
<tr>
<td>3</td>
<td>23</td>
<td>g.d., QR</td>
<td>$\pm 1$</td>
<td></td>
<td>[1, 8]</td>
</tr>
<tr>
<td>3</td>
<td>47</td>
<td>g.d., QR</td>
<td>$\pm 1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>71</td>
<td>g.d., QR</td>
<td>$\pm 1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>g.d., QR</td>
<td>$\pm 3$</td>
<td>$\pm 1$</td>
<td>[5]</td>
</tr>
<tr>
<td>4</td>
<td>23</td>
<td>g.d., QR</td>
<td>$\pm 3$</td>
<td>$\pm 1$</td>
<td>[5]</td>
</tr>
<tr>
<td>4</td>
<td>31</td>
<td>g.d., QR</td>
<td>$\pm 1$</td>
<td>$\pm 3$</td>
<td>[4, 5]</td>
</tr>
<tr>
<td>4</td>
<td>47</td>
<td>g.d., QR</td>
<td>$\pm 1$</td>
<td>$\pm 3$</td>
<td>[4, 5]</td>
</tr>
<tr>
<td>4</td>
<td>49</td>
<td>g.d., noncyclic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>71</td>
<td>g.d., QR</td>
<td>$\pm 3$</td>
<td>$\pm 1$</td>
<td>[5]</td>
</tr>
<tr>
<td>5</td>
<td>31</td>
<td>g.d., QR</td>
<td>$\pm 3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>71</td>
<td>g.d., QR</td>
<td>$\pm 3$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>23</td>
<td>g.d., QR</td>
<td>$\pm 1, \pm 5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>47</td>
<td>g.d., QR</td>
<td>$\pm 1, \pm 5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>71</td>
<td>g.d., QR</td>
<td>$\pm 1, \pm 5$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>7</td>
<td>QR</td>
<td>$\pm 3$</td>
<td>$\pm 5$</td>
<td>[5]</td>
</tr>
<tr>
<td>8</td>
<td>15</td>
<td></td>
<td>$\pm 7$</td>
<td>$\pm 1$</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>21</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>23</td>
<td>QR</td>
<td>$\pm 5$</td>
<td>$\pm 3$</td>
<td>[5]</td>
</tr>
<tr>
<td>8</td>
<td>31</td>
<td>QR</td>
<td>$\pm 1$</td>
<td>$\pm 7$</td>
<td>[5]</td>
</tr>
<tr>
<td>8</td>
<td>35</td>
<td></td>
<td>$\pm 3$</td>
<td>$\pm 5$</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>39</td>
<td></td>
<td>$\pm 3$</td>
<td>$\pm 5$</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>45</td>
<td>noncyclic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>47</td>
<td>QR</td>
<td>$\pm 7$</td>
<td>$\pm 1$</td>
<td>[5]</td>
</tr>
<tr>
<td>8</td>
<td>49</td>
<td>noncyclic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>63</td>
<td>noncyclic</td>
<td>$\pm 1$</td>
<td>$\pm 7$</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>71</td>
<td>QR</td>
<td>$\pm 3$</td>
<td>$\pm 5$</td>
<td>[5]</td>
</tr>
</tbody>
</table>

The properties of their augmented and extended codes, is summarized in Table I. At the end of the section, we also list some examples of the augmented and extended codes which are extremal Type II codes.

**Proposition 7.1:** Let $n$ be a prime.

1) There exist generalized duadic codes $C(2^n, n)$ over $\mathbb{Z}_{2m}$ of length $n$, for all $m \geq 1$, if and only if $n \equiv \pm 1 \mod 8$. Furthermore, if $n \equiv -1 \mod 8$, then there exists $\epsilon$ such that $C(2^n, n)$, is of Type II.

2) There exist generalized duadic codes $C(3^n, n)$ over $\mathbb{Z}_{3m}$ of length $n$, for all $m \geq 1$, if and only if $n \equiv \pm 1 \mod 12$. Furthermore, if $n \equiv -1 \mod 12$, then there exists $\epsilon$ such that $C(3^n, n)$, is self-dual.

3) There exist generalized duadic codes $C(5^n, n)$ over $\mathbb{Z}_{5m}$ of length $n$, for all $m \geq 1$, if and only if $n \equiv \pm 1 \mod 5$. Furthermore, there always exists $\epsilon$ such that $C(5^n, n)$, is self-dual.

4) There exist generalized duadic codes $C(2^{m_1}3^{m_2}, n)$ over $\mathbb{Z}_{2^{m_1}3^{m_2}}$ of length $n$, for all $m_1, m_2 \geq 1$, if and only if $n \equiv \pm 1 \mod 24$. Furthermore, if $n \equiv -1 \mod 24$, then there exists $\epsilon$ such that $C(2^{m_1}3^{m_2}, n)$, is of Type II.

5) There exist generalized duadic codes $C(2^{m_1}5^{m_2}, n)$ over $\mathbb{Z}_{2^{m_1}5^{m_2}}$ of length $n$, for all $m_1, m_2 \geq 1$, if and only if $n \equiv \pm 1 \mod 40$ or $\pm 9 \mod 40$. Furthermore, if $n \equiv -1$ or $9 \mod 40$, then there exists $\epsilon$ such that $C(2^{m_1}5^{m_2}, n)$, is of Type II.
existence of (generalized) duadic codes for
small \( k \) and \( n \) \((\sigma \text{ is not identity and } \alpha = -1)\) and properties of
their augmented and extended codes

<table>
<thead>
<tr>
<th>( k )</th>
<th>( n )</th>
<th>Remarks</th>
<th>Type II ( C_\sigma )</th>
<th>Type I ( C_\sigma )</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>9</td>
<td>23</td>
<td>g.d., QR</td>
<td>( \pm 5 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>47</td>
<td>g.d., QR</td>
<td>( \pm 7 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>71</td>
<td>g.d., QR</td>
<td>( \pm 1 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>31</td>
<td>g.d., QR</td>
<td>( \pm 3, \pm 7 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>71</td>
<td>g.d., QR</td>
<td>( \pm 3, \pm 7 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>23</td>
<td>g.d., QR</td>
<td>( \pm 5, \pm 11 )</td>
<td>( \pm 1, \pm 7 )</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>47</td>
<td>g.d., QR</td>
<td>( \pm 1, \pm 7 )</td>
<td>( \pm 5, \pm 11 )</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>71</td>
<td>g.d., QR</td>
<td>( \pm 5, \pm 11 )</td>
<td>( \pm 1, \pm 7 )</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>23</td>
<td>g.d., QR</td>
<td>( \pm 3 )</td>
<td>( \pm 13 )</td>
<td>5</td>
</tr>
<tr>
<td>16</td>
<td>47</td>
<td>g.d., QR</td>
<td>( \pm 5 )</td>
<td>( \pm 11 )</td>
<td>5</td>
</tr>
<tr>
<td>16</td>
<td>71</td>
<td>g.d., QR</td>
<td>( \pm 15 )</td>
<td>( \pm 1 )</td>
<td>5</td>
</tr>
<tr>
<td>18</td>
<td>23</td>
<td>QR</td>
<td>( \pm 5, \pm 13 )</td>
<td></td>
<td>5</td>
</tr>
<tr>
<td>18</td>
<td>35</td>
<td>QR</td>
<td></td>
<td>( \pm 1, \pm 17 )</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>47</td>
<td>QR</td>
<td>( \pm 7, \pm 11 )</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>71</td>
<td>QR</td>
<td>( \pm 1, \pm 17 )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Examples:**

1. For all \( m \geq 1 \), there always exist generalized duadic codes over \( \mathbb{Z}_{2^m} \) of lengths 7, 23, 31, 47, and 71, where, for each such length, some of the augmented and extended codes are of Type II.

2. For all \( m_1, m_2 \geq 1 \), there always exist generalized duadic codes over \( \mathbb{Z}_{2^{m_1}2^{m_2}} \) of lengths 23, 47, and 71, where, for each such length, some of the augmented and extended codes are of Type II.

3. For all \( m_1, m_2 \geq 1 \), there always exist generalized duadic codes over \( \mathbb{Z}_{2^{m_1}2^{m_2}} \) of lengths 31 and 71, where, for each such length, some of the augmented and extended codes are of Type II.

**Proof of Proposition 7.1:** The condition on the existence of the generalized duadic codes over \( \mathbb{Z}_n \) is due to the fact that there exists a splitting \( (X, A, B) \) of \( G = \mathbb{Z}_n \) with \( X = \{0\} \) if and only if \( p \) is a square modulo \( n \).

The condition on the existence of self-dual or Type II augmented and extended code follows from Theorem 6.1, as well as from the following observations:

1. For a given \( n \), if the congruence \( \epsilon^2 n + 1 \equiv 0 \pmod{8} \) has a solution, then so does the congruence \( \epsilon^2 n + 1 \equiv 0 \pmod{2^m} \).

2. For a given \( n \) and an odd prime \( p \), the congruence \( \epsilon^2 n + 1 \equiv 0 \pmod{p^m} \) has a solution if and only if so does \( \epsilon^2 n + 1 \equiv 0 \pmod{p} \).

In Table I, the abbreviation “g.d.” means “only generalized duadic codes are defined,” while the absence of “g.d.” means duadic codes also exist for the corresponding \( k \) and \( n \); the remark “noncyclic” means the (generalized) duadic code is noncyclic, while the absence of the word means the corresponding code is cyclic. The “QR” in the remarks means that one of the (generalized) duadic codes for the given \( k \) and \( n \) is a quadratic residue code. Note that it does not necessarily mean that the quadratic residue code is, up to equivalence, the only (generalized) duadic code of that given \( k \) and \( n \). In the column labeled “Type II \( \overline{C}_\sigma \)” we list the values of \( \epsilon \in \mathbb{Z}_{24} \) for which \( \overline{C}_\sigma \) is of Type II, and similarly for the column labeled “Type I \( \overline{C}_\sigma \).” Values of \( \epsilon \) that do not appear in these two columns correspond to those for which \( \overline{C}_\sigma \) is not self-dual. Given the assumption that \( \sigma \) is not the identity and that \( \alpha \) may be taken to be \(-1\), all the duadic codes listed in Table I are self-dual. Some of the examples have been discussed in the literature. Appropriate references are given in the last column of Table I.

It is known [1, Corollary 3.5], that the minimum Euclidean weight \( d \) of a Type II code of length \( n \) over \( \mathbb{Z}_{2^k} \) satisfies

\[
d \leq 4k \left( \left\lceil \frac{n}{2^k} \right\rceil + 1 \right)
\]

if \( \lfloor n/2^k \rfloor \leq k - 2 \) or if \( k = 1 \) or 2. For \( k \geq 2 \), a Type II code that meets the bound in (6) is said to be extremal. It turns out that a number of the Type II augmented and extended codes arising from the (generalized) duadic codes in Table I turn out to be extremal. Examples are as follows.

1. All the Type II augmented and extended (generalized) duadic codes over \( \mathbb{Z}_{2^k} \) of lengths 8 and 16 are extremal. This follows from the facts that \( d \equiv 0 \pmod{4}k \) and the bound in (6) is 4k. For example, such codes of length 8 exist over \( \mathbb{Z}_{2^m} \) for all \( m \geq 2 \), while such codes of length 16 exist over \( \mathbb{Z}_{22m} \) for all \( m \geq 1 \).

2. Over \( \mathbb{Z}_4 \), the augmented and extended quadratic residue codes of lengths 24, 32, and 48 have minimum Euclidean weights 16, 16, and 24, respectively, and they are hence extremal [3, Theorem 3.4] and [16, Theorem 12].

3. Over \( \mathbb{Z}_4 \), the Type II code of length 40 (the unique Type II augmented and extended cyclic code of this length) has minimum Euclidean weight 16 and is hence extremal [17, p. 61].

4. Over \( \mathbb{Z}_6 \), the code \( C_6^4 \) in [1], which is the Chinese product of two extended cyclic quadratic residue codes of length 24 over \( \mathbb{Z}_2 \) and \( \mathbb{Z}_3 \), is an augmented and extended generalized duadic code. It has minimum Euclidean weight 24 and is hence extremal.

5. Over \( \mathbb{Z}_6 \), the code \( C_{12}^8 \) in [12], which is the Chinese product of two extended cyclic quadratic residue codes of length 48 over \( \mathbb{Z}_2 \) and \( \mathbb{Z}_3 \), is an augmented and extended generalized duadic code. It is shown in [12] that \( C_{18}^8 \) has minimum Euclidean weight 36 and is extremal. (Though (6) is not applicable in this case, it is shown in [12, Proposition 4] that \( d \leq 36 \) in this case.)

6. Over \( \mathbb{Z}_8 \), Calderbank (a private communication in [6]) has shown that the extended Hensel lifted quadratic residue code \( QR_{18}^8 \over \mathbb{Z}_8 \) of length 48 is extremal.

### B. When \( \sigma \) Is the Identity

Now we consider the case when \( \sigma \) is the identity. Again, we investigate the existence of duadic codes and generalized duadic codes for \( n \leq 39 \).

It is straightforward to verify that, for \( \sigma \) to be the identity on the orbits of the map \( x \mapsto px \) (where \( p = 2, 3, \) or 5), the only groups that admit a splitting \( (X, A, B) \) are as follows:

1. For \( p = 2 \):
   - \( G = \mathbb{Z}_3 \times \mathbb{Z}_3 \); the orbits are \( O_0 = \{00\} \), \( O_1 = \{11, 22\} \), \( O_2 = \{12, 21\} \), \( O_3 = \{10, 20\} \), and \( O_4 = \{01, 02\} \), with a possible splitting given by \( X = O_0 \), \( A = O_3 \cup O_4 \), and \( B = O_1 \cup O_2 \) with
     \[ \alpha = \begin{pmatrix} 1 & -1 \\ 1 & 1 \end{pmatrix} \].
ii) $G = \mathbb{Z}_p$: the orbits are

$$O_1 = \{1, 2, 4, 8, 16, 15, 13, 9\}$$

and

$$O_2 = \{3, 6, 12, 7, 14, 11, 5, 10\}$$

with a possible splitting given by $X = \{0\}$, $A = O_1$, and $B = O_2$ with $\alpha = 3$.

iii) $G = \mathbb{Z}_5 \times \mathbb{Z}_5$: the orbits, given by their representatives, are $00, 01, 10, 11, 12, 13, \text{and} 14$, with a possible splitting given by $X = 00$, $A$ the union of the orbits $01, 10, \text{and} 11$, and $B$ the union of $12, 13, \text{and} 14$, with

$$\alpha = \begin{pmatrix} 1 & 2 \\ 1 & 4 \end{pmatrix}.$$ 

iv) $G = \mathbb{Z}_3 \times \mathbb{Z}_3 \times \mathbb{Z}_3$: the orbits are given by the representatives $000, 001, 010, 011, 012, 100, 101, 102, 110, 111, 112, 120, 121,$ and $122$, and any splitting of $G$ must have $X \neq \{0\}$.

v) $G = \mathbb{Z}_3 \times \mathbb{Z}_5$: the orbits are given by the representatives $00, 01, 03, 10, 11, 12, 13,$ and $16$, three of which have size six and four have size two, so any splitting of $G$ must again have $X \neq \{0\}$.

vi) $G = \mathbb{Z}_{33}$: the orbits are given by the representatives $0$ (size 1), $1, 5, 3$ (each of size 10) and $11$ (size 2), where any splitting must have $X \neq \{0\}$.

2) for $p = 3$: only $G = \mathbb{Z}_5 \times \mathbb{Z}_5$ with the same orbits as for $p = 2$;

3) for $p = 5$

i) for $G = \mathbb{Z}_3 \times \mathbb{Z}_3, \mathbb{Z}_3 \times \mathbb{Z}_3 \times \mathbb{Z}_3, \text{and} \mathbb{Z}_5 \times \mathbb{Z}_5$ with the same orbits as for $p = 2$;

ii) for $G = \mathbb{Z}_{33}$, with orbits given by the representatives $0, 1, 2, 3, \text{and} 11$, and any splitting of $G$ must have $X \neq \{0\}$.

Remarks:

1) The group $\mathbb{Z}_3 \times \mathbb{Z}_3$ may be identified as the underlying additive group for $F_8 = F_3(f)$, with $f^2 = 1$. Identifying $1 \in F_5$ with $10 \in F_3 \times F_3$ and identifying $i \in F_5$ with $01 \in F_3 \times F_3$, the $A$ in the splitting given above then consists of all the nonzero squares while $B$ contains all the nonsquares. Therefore, that splitting gives rise to a quadratic residue code.

2) The group $\mathbb{Z}_3 \times \mathbb{Z}_5$ may be identified as the underlying additive group for $F_{25} = F_3(j)$, with $j^2 + j + 1 = 0$. Identifying $1 \in F_{25}$ with $10 \in F_5 \times F_5$ and $j \in F_{25}$ with $01 \in F_5 \times F_5$, the $A$ in the splitting given above again consists of all the nonzero squares while $B$ contains all the nonsquares. Therefore, that splitting gives rise to a quadratic residue code.

3) The splitting for $\mathbb{Z}_{17}$ is precisely the one for quadratic residue codes of length 17.

4) In the cases of lengths 27 and 33, no quadratic residue code is obtained because the $X$ in any admissible splitting of $G$ is definitely nontrivial.

The existence of duadic codes and generalized duadic codes in this setting, together with some of the properties of their augmented and extended codes, is summarized in Table II. The remarks “g.d.,” “noncyclic,” and “QR” have the same meanings as in Table I. Since $\sigma$ is assumed to be the identity, the duadic codes listed in Table II are isodual by some multiplier. When $k = 2$, the codes of lengths 9, 25, and 27 have been discussed in [14].

VIII. OPEN PROBLEMS

We conclude with some problems left unanswered in this correspondence.

We have not discussed the weight enumerators of the codes studied in this correspondence. Except for a few examples of very small lengths, computation of the weight enumerators by brute force does not seem feasible. It is perhaps possible to determine the weight enumerators by using invariants and properties of the residue and torsion codes.

Recall that two codes over $\mathbb{Z}_k$ are said to be equivalent if one can be obtained from another by permuting the coordinates and, if necessary, changing the signs of certain coordinates [1], [8]. In the examples of Tables I and II, we have not tried to classify the codes up to equivalence. For $k = 2$, the cyclic self-dual codes with $n \leq 39$ have been classified in [17]. The classification of such codes up to multiplier equivalence can be done by looking closely at the possible splittings for the given $k$ and $n$, but it is coarser in general than the classification up to equivalence. It would be an interesting arithmetical problem to carry out such a classification for modest lengths. To convey an idea of the complexity of the problem, let it suffice to say that the noncyclic duadic codes of length 9 over $\mathbb{Z}_{10}$ correspond to 45 possible pairs of splittings, each pair consisting of one splitting over $\mathbb{Z}_2$ and another over $\mathbb{Z}_5$.

It is a well-known open problem in the theory of lattices to decide if there is an extremal Type II lattice in dimension 72. Of related interest is the following problem.

Question (cf. [13, Problem 6.12]): Is there a Type II $\mathbb{Z}_k$-code in length 72 of minimum Euclidean distance 64?

We hope that some of the codes constructed in this correspondence might give an answer to this question.
APPENDIX

FINITE ABELIAN GROUPS AND THE FOURIER TRANSFORM

Let $G$ be an Abelian group written additively in the form

$$G = \prod_{i=1}^{t} \mathbb{Z}_{n_i}$$

where $n_i$ divides $n_{i+1}$ for all $1 \leq i \leq t-1$. The exponent $N$ of $G$ is then $n_t$. An element $g$ of $G$ may then be written as $g = (g_1, \ldots, g_t)$, with $g_i \in \mathbb{Z}_{n_i}$.

For $1 \leq i \leq t$, let $e^{(i)}$ be the element of $G$ with 1 in the component $\mathbb{Z}_{n_i}$ and 0 in the other components. Any element of $G$ can then be uniquely written as $\sum_{i=1}^{t} g_i e^{(i)}$, for $0 \leq g_i \leq n_i-1$.

Define the following pairing $[,]$ on $G \times G$: for $g = (g_1, \ldots, g_t)$ and $h = (h_1, \ldots, h_t)$ in $G$

$$[g, h] = \sum_{i=1}^{t} g_i h_i (N/n_i) \mod N.$$

By taking $g$ or $h$ to be $e^{(i)}$ for all $1 \leq i \leq t$, one shows readily that $[g, h] = 0$ for all $h$ (resp. $g$) if and only if $g = 0$ (resp., $h = 0$), i.e., this pairing is nondegenerate.

Now let $\alpha$ be an endomorphism of $G$. For each $1 \leq i \leq t$, we may write

$$\alpha e^{(i)} = (\alpha_{i1}, \ldots, \alpha_{ij}, \ldots, \alpha_{it})$$

where, for each $1 \leq j \leq t, \alpha_{ij} \in \mathbb{Z}_{n_j}$. For an element $g = \sum g_i e^{(i)}$ of $G$, $\alpha g$ is given by $\left(\sum g_i \alpha_{ij}\right)$. Note that, since $n_i e^{(i)} = 0$, it follows that $n_i \alpha_{ij} = 0$ in $\mathbb{Z}_{n_j}$ for all $1 \leq j \leq i$. In particular, if $n_i$ divides $n_j$, then $\alpha_{ij} \equiv 0 \mod (n_j/n_i)$. For all $1 \leq i, j \leq t$

$$[\alpha e^{(i)}, e^{(j)}] = \frac{N}{n_j} \in \mathbb{Z}_N.$$

Let $\alpha^*$ be an endomorphism of $G$ defined as follows: for all $1 \leq j \leq t$

$$\alpha^* e^{(j)} = (\alpha_{j1}^*, \ldots, \alpha_{ji}^*, \ldots, \alpha_{jt}^*)$$

where the $\alpha_{ji}^*$ are defined in the following way:

1) if $n_i$ divides $n_j$, write $n_j = n_i n_{ij}'$, and set $\alpha_{ji}'$ to satisfy

$$\alpha_{ji}' n_{ij}' \equiv \alpha_{ij} \mod n_i;$$

2) if $n_j$ divides $n_i$, write $n_i = n_j n_{ij}'$, and set

$$\alpha_{ji}' \equiv \alpha_{ij} n_{ij}' \mod n_i.$$

One checks readily that $\alpha_{ji}'$ is well-defined in $\mathbb{Z}_{n_i}$. For $g = (g_1, \ldots, g_t) \in G$, we have

$$\alpha^* g = \left(\sum g_i \alpha_{j1}^*, \ldots, \sum g_i \alpha_{jt}^*\right).$$

This makes $\alpha^*$ a well-defined endomorphism of $G$. Moreover,

$$[e^{(i)}, \alpha^* e^{(j)}] = \frac{N}{n_i} \in \mathbb{Z}_N.$$

The conditions on $\alpha_{ji}'$ implies that

$$\alpha_{ji}' \frac{N}{n_i} \equiv \alpha_{ij} \frac{N}{n_j} \mod N$$

hence yields the equality

$$[\alpha e^{(i)}, e^{(j)}] = \left[ e^{(i)}, \alpha^* e^{(j)} \right]$$

for all $1 \leq i, j \leq t$. Consequently, we obtain

$$[\alpha g, h] = [g, \alpha^* h]$$

(7)

for all $g, h \in G$.

The nondegeneracy of the pairing $[,]$ implies that, for any endomorphism $\alpha$ of $G$, there exists a unique endomorphism $\alpha^*$ of $G$ that satisfies (7). The endomorphism $\alpha^*$ is called the adjoint of $\alpha$.

Moreover, for any two endomorphisms $\alpha$, $\beta$ of $G$, we have $\langle \alpha \beta \rangle^* = \beta^* \alpha^*$. This, in turn, implies that, if $\alpha$ is an automorphism of $G$, then so is $\alpha^*$.

Let $p$ be a prime not dividing the exponent $N$ of $G$. Let $GR(p^m, M)$ be the smallest Galois ring extension of $\mathbb{Z}_{p^m}$ that contains the roots of unity of order $N$. Here, $M$ is the order of $p$ modulo $N$. Denote by $\zeta$ an element of order $N$ in the group of invertible elements of $GR(p^m, M)$. For $g, h \in G$, we define the duality bracket of $g$ and $h$ to be

$$\langle g, h \rangle = \zeta^{[g, h]}.$$

Writing an element $e$ of $\mathbb{Z}_{p^m}[G]$ formally as $e = \sum c_g X^g$, we define its Fourier transform $\check{e}$ by $\check{e} = \sum c_g \check{\zeta} X^g$, where

$$\check{\zeta} = \sum c_{g} g(h, h).$$

It also follows that we have the following inversion formula:

$$c_{g} = \frac{1}{|G|} \sum_{h \in G} \check{c}_{h} (-h, g).$$

If $\alpha$ is an automorphism of $G$, the above formulas enable one to check readily that $\sum_{h \in G} \check{c}_{h} \zeta^h X^h$ is the Fourier transform of $\sum_{g \in G} c_{g} X^{\alpha^* g}$.

For an automorphism of $G$, the map

$$\sum_{g \in G} c_{g} X^g \mapsto \sum_{g \in G} c_{g} X^{\alpha^* g}$$

is just a permutation on the coefficients, hence it is an isometry of $\mathbb{Z}_{p^m}[G]$. It is called a multiplier.
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